Fostering Innovation, Creating Jobs, Driving Better Decisions:
The Value of Government Data

Prepared by
U.S. DEPARTMENT OF COMMERCE
ECONOMICS AND STATISTICS ADMINISTRATION

JULY 2014
Fostering Innovation, Creating Jobs, Driving Better Decisions:
*The Value of Government Data*

Economics and Statistics Administration
Office of the Chief Economist

July 2014
Fostering Innovation, Creating Jobs, Driving Better Decisions: 
The Value of Government Data

Foreword

In March, The Department of Commerce unveiled the America is Open for Business: Strategic Plan, Fiscal Years 2014-2018. One of the plan’s five priority areas is to redefine how we manage, optimize, and enable public access to our treasure trove of data. Specifically, the plan pledges to improve government, business, and community decisions and knowledge by transforming Department of Commerce data capabilities and supporting a data-enabled economy.

The Department’s efforts are part of a broader Open Data Initiative, which has embraced innovation as a means of further unlocking the value of Government data. The initiative focuses on making new data available to the public while rigorously protecting privacy; putting data into forms that are more accessible and usable; and making entrepreneurs and innovators aware of Government data and how to access it.

Here at the Department of Commerce, our efforts will focus on three objectives. First, every person in America should have easy access to reliable information about their communities, their climate, and how these are changing. Second, every business should have easy access to reliable information on its market, potential markets, scientific information, and changing economic conditions. Further, new data-based businesses should be able to easily pull our data, combine it with other information, and make new products to compete in the private marketplace. Third, and finally, every government should have easy access to the information it needs to better serve its communities and to assess the efficacy of its programs.

The following report, Fostering Innovation, Creating Jobs, Driving Better Decisions: The Value of Government Data, provides a helpful lay of the land in assessing where we are in our efforts. Focusing in particular on the value of statistical data produced by Federal agencies, this report explains what Government brings to the table in providing data and describes the wide range of decisions that are supported by Government data. Finally, it highlights the importance of collaboration between Government and the private sector by examining the size of the private sector that intensively uses Government data.

As the Government continues to push forward in its efforts to unlock data, this data-driven sector of the economy will continue to grow, guiding decisions across the country, helping make government smarter, businesses more competitive, and citizens more informed.

Penny Pritzker
U.S. Secretary of Commerce
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Executive Summary

Everyone is talking about the importance of data to our society as data improves all of our decisions: those we make as individuals, as businesses, as governments.

Government has been in the data business for quite some time, going back to the first Decennial Census in 1790. Since then, the U.S. Government has played a key role in providing valuable data to our country.

Just how valuable is the data the Federal Government provides? That question can’t be answered precisely, but there are many reasons to believe that the value of the data to our society far exceeds its cost. As a first step in ascertaining better estimates of just how valuable Government data is, this report focuses on Federal statistical data, data that informs us about our huge, complex, and dynamic economy and data that tells us about our ever changing population. Examples of Government statistical data include gross domestic product, employment and unemployment, consumer prices, retail sales, housing vacancies, residential construction, agricultural supply and demand, corporate profits, and international trade; there are many more.

This report finds:

Government data potentially guides trillions of dollars of investments each year.

Government data helps governments to better target scarce resources, businesses stay competitive, and individuals stay informed about the communities in which they live. As the real world examples in this report demonstrate, individuals, businesses, other organizations, and governments use Government data to help make better informed decisions that are better, faster, and more plentiful because of the ready availability and high quality of Government data.

The cost of Government data is small relative to its potential benefits.

Since 2004, the Federal Government's principal statistical agencies have spent an average of $3.7 billion annually on data collection, processing, and dissemination. This expenditure amounts to about three cents, per person, per day, and is only 0.02 percent of our roughly $17 trillion dollar economy.

Government data is uniquely comprehensive, consistent, confidential, credible, relevant, and accessible.

Acting alone, the private sector would likely provide only some of the types of data produced by the Government. The Federal Government is uniquely positioned to provide comprehensive, consistent, credible, relevant and accessible data, all while protecting confidentiality. Government data is used directly to support decision making, indirectly through commercially available value-added products, and as a benchmark and standard for private data products. Thus, the Government and the private sector complement each other.
Government data is commercially valuable.

Government data is a key input to a wide variety of commercial products and services in the economy, although many of these uses may not be apparent because attribution to the Government is not required. This report identifies industries that use Government data intensively and provides a rough estimate of the size of this sector. The lower-bound estimate, based on a very short and incomplete list of firms that rely heavily on Government data, suggests that Government data helps private firms generate revenues of at least $24 billion annually—far in excess of spending on Government statistical data. The upper-bound estimate suggests that this sector generates annual revenues of $221 billion. These crude estimates provide rough order-of-magnitude estimates of the range of the sector’s size and illustrate the importance of Government data as an input into commercial products and services.

The value of Government data is the extent to which the decisions based on Government data are better than the decisions that would have been made without Government data. Because such counter-factual evidence is not widely available, this report makes the case that the value of Government data far outweighs its cost by outlining the economic arguments for Government provision of data, by estimating the size of the industry sector that intensively uses Government data, and by illustrating the wide range of ways in which Government data is used.
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I. Introduction

Modern advances in collecting, processing, disseminating, and preserving information have resulted in the proliferation of data from a wide variety of sources. The increase in the amount and variety of data that is available has highlighted long-standing questions about the role of the Federal Government in collecting and disseminating data. Why does the Government, in certain cases, mandate the collection of personal and private data from individuals, households, and businesses? Are collecting and disseminating data appropriate activities for Government or better left to the private sector? What happens to the data after the Government collects it? Do the benefits of the data outweigh the costs?

It is fairly straightforward to empirically estimate the costs to the Government of collecting, processing, and disseminating data. Measuring the benefits of Government data—the value created when people, businesses, and institutions use the data to make better decisions—is more challenging. Unlike goods and services sold on the open market, Government data—like most services provided by the Federal Government— is freely available to the public. Because Government data is not traded in the marketplace, it has no price that can be used to estimate its value.

Generally, people are unaware of the full range of both public and private sector products and services for which Government data is a vital ingredient. One reason that many uses of Government data are not visible is that there are no copyrights for Federal Government data and anyone can use the data without attribution. The combination of free dissemination of Government data and its use without required attribution has made it difficult to identify all users and uses of the data, further complicating efforts to estimate the value of the data. Because we cannot observe how decisions would be made in the absence of Government data, it is difficult to estimate the incremental value of the improvement in decision making that is made possible with Government data. Despite the measurement challenges, it is worthwhile to understand the value of Government data, particularly given the rapidly changing landscape of data production and dissemination.

The remainder of this report is organized as follows:

Section II defines Government data and discusses the costs of producing Federal statistics, as well as how those statistics are used for decision making that affects people throughout the Nation. In addition, sidebars throughout the report provide examples of data-driven decisions made by individuals, businesses, other organizations, and governments informed by Government data.

Section III discusses the rationale for Government provision of data and, focusing on the Federal statistical system, describes why the Government is involved in providing data and outlines the advantages Government often has over the private sector in collecting and disseminating statistical data. It also discusses the important role of the private sector in complementing and adding value to Government data to provide specific information needs in the market.

Section IV further explores the commercial value of Government data, illustrating the extent of the use of Government data by the private sector. It discusses estimates of the size of the Government data-intensive sector (GDIS)—the private industries that rely on Government data as a critical input to the goods and services they produce.

Section V summarizes the limited evidence about the value of Government data and concludes that the commercial value of Government data, as approximated by the revenues of data-intensive firms, far exceeds the costs of Government data. Moreover, because of its high quality and public good characteristics, the total value of Government data is greater than just its commercial value.
II. Government Data: Statistics for Better Decisions

What is Government Data?

The term “Government data” includes diverse categories of Government information products, such as the following:

- **Information published by Government agencies for statistical purposes.** Such information is compiled from raw data collected directly from individuals, households, businesses, other organizations, and governments. The information may also be indirectly compiled from Government administrative data, private sector data, and other sources. Statistical agencies summarize the data in tabulations to describe specific characteristics of groups of persons, businesses, or other entities. The agencies make such information available for use by other Government agencies and the general public to inform decision making, in program analysis and evaluation, and in research.

- **Information in Government administrative records on individuals and businesses.** Examples include publicly available data about private sector company-sponsored retirement plans reported to the Labor Department on Form 5500; Securities and Exchange Commission filings; Government contracts data; real estate appraisal records; and voter registration rolls. Historically, a Federal or State Freedom of Information Act request has often been required to obtain access to this category of information, but recent “open data” efforts have aimed to make such information more easily accessible. Other data is strictly confidential and therefore not publicly released, such as tax return data collected by the Internal Revenue Service or Social Security Administration data.

- **Physical measurements about natural phenomena recorded by Government agencies.** Examples include weather and climate data such as local temperature readings collected by the National Weather Service of the National Oceanic and Atmospheric Administration, Global Positioning System data, and measurements of the characteristics of elements and molecules collected and published by the National Institute for Standards and Technology Physical Measurement Laboratory.

---

**Box 1: Data versus Statistics versus Information**

The terms “data,” “statistics,” and “information” each have distinctly different formal definitions. Data is the least abstract concept – it consists of a list of discernible variations in the characteristics of measurable states-of-the-world (Boisot and Canals, 2004). For example, a datum may be the fact that person A lives in New York City, is married, and earns $73,000 per year; while another datum may be the fact that person B lives in Omaha, is unmarried, and earns $42,000 a year. Statistics are measures of some attribute of a set of data, such as the average earnings per year of unmarried persons living in New York City. Information is a set of noteworthy regularities embedded in the data that can contribute to knowledge (Boisot and Canals, 2004). In common parlance, the distinctions between these concepts are blurry, and they are often used interchangeably, including in this report. The term data is commonly used to convey the notion of a body of information, as well as to convey the notion of uniquely identifiable facts, giving rise to vigorous debate over whether the term is singular or plural. To capture the more general understanding of data as information, this report treats the term data as a singular noun.

---

1 Administrative data is data collected and used by program, administrative, and regulatory agencies and not originally intended to be used for statistical purposes. See Appendix I for definitions of other terms used in this report.
In this report, we focus on a subset of the first category: Government data published by the Principal Federal Statistical Agencies within the Executive Branch of the Federal Government. These agencies’ core missions are to collect, compile, process, analyze, and disseminate information for statistical purposes. Table 1 lists these agencies and their average annual budgets for 2004-2013. It is notable that these budgets do not account for all spending on Federal statistics. In fact, funding for the statistical programs of the Principal Statistical Agencies (excluding the Decennial Census, which is associated with a surge in expenditures every decade) accounts for about one-third of all Government funding for statistics (Office of Management and Budget, 2013a, p. 4). The remaining two-thirds share of the funding for statistical purposes is devoted to programs conducted within various agencies to help them carry out their missions. For example, the Environmental Protection Agency collects data to enforce environmental regulations; the Occupational Safety and Health Administration collects data to enforce occupational health and safety regulations; and the Employee Benefits Security Administration collects data to enforce regulations of employee retirement benefits (Office of Management and Budget, 2013a, p. 5).

**Box 2: BrightScope Creates Value-Added Products Using Data Embedded in Public Documents**

BrightScope is a financial information company that provides ratings and investment analysis of retirement plans for participants and sponsors, asset managers, and financial advisors. The company maintains a comprehensive database of information on the retirement plan market and produces quantitative ratings of over 45,000 401(k) and 403(b) plans. These ratings are based on more than 200 unique data inputs per plan. BrightScope also publishes distribution rankings for funds in the retirement marketplace, allowing comparisons of the performance of asset managers. The company markets a suite of data analytics software products to Fortune 1000 companies, asset managers, broker-dealers, financial advisors, and other market participants. Definitions, criteria, and methodologies are available for free at the company’s website. BrightScope also encourages and enables plan sponsors and participants to upload current data about their retirement plans. [www.brightscope.com/about/](http://www.brightscope.com/about/)

Brightscope relies upon key information from the Department of Labor’s Form 5500 Series. Employee benefit plans use the Form 5500 Series to satisfy annual reporting requirements under Title I and Title IV of the Employee Retirement Income Security Act of 1974 (ERISA) and under the Internal Revenue Code. The Form 5500 is an important compliance, research, and disclosure tool for the Department of Labor, a disclosure document for plan participants and beneficiaries, and a source of information and data for use by other Federal agencies, Congress, and the private sector in assessing employee benefit, tax, and economic trends and policies. The Form 5500 Series is part of ERISA’s overall reporting and disclosure framework, which is intended to assure that employee benefit plans are operated and managed in accordance with certain prescribed standards and that participants and beneficiaries, as well as regulators, are provided or have access to sufficient information to protect the rights and benefits of participants and beneficiaries under employee benefit plans. [http://www.dol.gov/ebsa/5500main.html](http://www.dol.gov/ebsa/5500main.html)
Spending on Government Statistics

On average between 2004 and 2013, the United States spent $3.7 billion annually, adjusted for inflation, on data collection and dissemination by the Principal Statistical Agencies (Table 1).\(^2\) The Decennial Census is associated with a surge in expense. Excluding the Decennial Census, the average is about $2.3 billion. (See Figure 1.)

Table 1: Principal Statistical Agencies of the Federal Government

<table>
<thead>
<tr>
<th>Agency</th>
<th>Parent Department or Agency</th>
<th>Average Annual Budget Authority 2004-2013 (millions of 2013 dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bureau of Economic Analysis</td>
<td>Commerce</td>
<td>$90</td>
</tr>
<tr>
<td>Bureau of Justice Statistics</td>
<td>Justice</td>
<td>55</td>
</tr>
<tr>
<td>Bureau of Labor Statistics</td>
<td>Labor</td>
<td>620</td>
</tr>
<tr>
<td>Bureau of Transportation Statistics</td>
<td>Transportation</td>
<td>29</td>
</tr>
<tr>
<td>Bureau of the Census</td>
<td>Commerce</td>
<td>2,029</td>
</tr>
<tr>
<td>Economic Research Service</td>
<td>Agriculture</td>
<td>84</td>
</tr>
<tr>
<td>Energy Information Administration</td>
<td>Energy</td>
<td>104</td>
</tr>
<tr>
<td>National Agricultural Statistics Service</td>
<td>Agriculture</td>
<td>162</td>
</tr>
<tr>
<td>National Center for Education Statistics</td>
<td>Education</td>
<td>244</td>
</tr>
<tr>
<td>National Center for Health Statistics</td>
<td>Health and Human Services</td>
<td>135</td>
</tr>
<tr>
<td>National Center for Science and Engineering Statistics*</td>
<td>National Science Foundation</td>
<td>35</td>
</tr>
<tr>
<td>Office of Research and Statistics</td>
<td>Social Security Administration</td>
<td>28</td>
</tr>
<tr>
<td>Statistics of Income Division</td>
<td>Treasury</td>
<td>42</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>$3,657</strong></td>
</tr>
</tbody>
</table>

* Formerly the Science Resources Statistics Division.

Note: Budget information compiled from Statistical Programs of the U.S. Government and actual agency budgets. Budget amounts include spending on the Decennial Census and are converted to 2013 dollars using the Federal Government Consumption Expenditures price index.

\(^2\) Another component of the cost of statistical data is the opportunity cost of the time spent by persons filling out survey forms. We do not address that cost in this paper, although we note that The Paperwork Reduction Act (44 U.S.C. §§ 3501-3521) is intended to minimize the burden on respondents to Federal surveys in order to “ensure the greatest possible public benefit from and maximize the utility of information created, collected, maintained, used, shared and disseminated by or for the Federal Government.”
Figure 1: Federal Government Spending on Principal Statistical Agencies

Figure 2 puts the $3.7 billion average annual spending by the Principal Federal Statistical Agencies in perspective by comparing it to spending on selected other functions of the Federal Government. This chart illustrates that spending on the Principal Statistical Agencies is relatively small compared to spending on many other important government functions. Another way to put this spending in perspective is to realize that $3.7 billion is roughly 0.022 percent of 2013 GDP of nearly $17 trillion, and only $11.57 per capita per year. That’s about equal to three cents, per person, per day.

Sources: Budget information compiled from Analytical Perspectives, President’s Budget, Statistical Programs of the U.S. Government Supplement to President’s Budget, actual agency budgets; Principles and Practices for a Federal Statistical Agency

Note: Budget amounts converted to real 2013 dollars using Government Consumption Expenditures deflator.
Figure 2: Federal Budget Authority for Selected Functions, 2004-2013 Average  
(Billions of 2013 Dollars)

Source: Office of Management and Budget (2013b). For Principal Statistical Agency total, see Table 1.

Government data also could be considered a form of investment, even though they are not currently treated as investments in the National Income and Product Accounts. Employment, gross domestic product, and other Federal Government statistics are information assets built up from cumulative spending on data collection, processing and analysis, much like knowledge accumulated from years of spending on research and development. Therefore, yet another way to put expenditures on Government data in perspective is to note that the $3.7 billion average annual expenditure on (or investment in) the Federal Principal Statistical Agencies is approximately one-tenth of one percent of total annual economy-wide investments, that is, 0.11 percent of the $3.276 trillion average annual total gross domestic investment for 2013 (see Table 2).

\[ \text{In contrast, expenditures on research and development are treated as investments rather than expenditures in the National Income and Product Accounts.} \]
**Table 2: Gross Domestic Investment**  
(Billions of 2013 Dollars)

<table>
<thead>
<tr>
<th>Source: Bureau of Economic Analysis, 2014.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domestic business</td>
</tr>
<tr>
<td>Households and institutions</td>
</tr>
<tr>
<td>Federal Government</td>
</tr>
<tr>
<td>State and local governments</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

**Government Data Enables Better Decision Making**

Information is valuable to the extent it affects action (Hirshleifer, 1972, p. 564). Information produced by the Federal Government affects action by aiding people in their decisions. Government data thus increases in value when it improves people’s decisions. This report illustrates how Government data informs investment decisions by people, businesses, other organizations, and governments at every level, providing evidence that, absent Government data, the loss of information would degrade the quality of decision making. In particular, given the pervasive use of Government statistics to inform investment decisions throughout the economy, the absence of such data would likely result in an annual reduction in the return on aggregate investment far greater than the $3.7 billion average annual spending associated with producing the data.

Government data provides important fact-based evidence to support a wide range of decisions in the public and private sectors. The data used for these decisions may come directly from a Government agency through its public dissemination activities, or it may come indirectly from third party intermediaries. In any event, one important concept in thinking about the value of Government data lies in the extent to which these evidence-based decisions are better

**Data-Driven Decisions: Improving Downtown Life**

The Center City District (CCD) is a Business Improvement District in downtown Philadelphia. This organization was formed to keep Philadelphia’s downtown clean, safe, beautiful, and fun. CCD makes physical improvements to the downtown, such as installing and maintaining lighting, signs, banners, trees and landscape elements (Center City District, 2014). This organization used data from the Census Bureau’s Longitudinal Employer-Household Dynamics (LEHD) program on where people live and work to better define its downtown, thereby improving the focus of its $20 million operating budget. The LEHD program combines data from a wide range of sources, including Unemployment Insurance earnings data from States, data from the Quarterly Census of Employment and Wages, and data from the Decennial and Economic Census surveys, to create statistics on employment, earnings, and job flows at detailed levels of geography and industry and for different demographic groups. The LEHD also generates partially synthetic data on workers’ residential patterns (Gilchrest, 2013).

The pool of users of Government data for local economic development and other local public policy making is huge; U.S. Census data shows that there are 1,249 principal cities in metropolitan and micropolitan statistical areas in the United States; 729 incorporated places with a population of 50,000 or more; and over 3,140 counties. In addition, there are over 40,000 members of the American Planning Association (American Planning Association, 2014). In fact, non-profit groups repackage and tailor Government data specifically to analyze local issues. For example, the California Business Roundtable has set up a nonprofit organization called the Center for Jobs and the Economy that will provide a free online and interactive repository of Federal data from the Census Bureau and the BLS, as well as California state agencies such as the Employment Development Department (Walter, 2013).
than the “best guess” decisions that would have been made without the data. Assessing value in such a manner would require a body of counterfactual evidence that does not currently exist. In the absence of such counterfactual evidence, we focus instead on identifying and describing the wide range of decisions supported by Federal Government data.

**Box 3: Government Data from the National Oceanic and Atmospheric Administration Parallels with the Principal Federal Statistical Agencies**

As noted above, the National Oceanic and Atmospheric Administration (NOAA) of the U.S. Department of Commerce collects weather and climate data. Research examining that value suggests that the return to society on investment from Government meteorological data is large. For example, one study found that the overwhelming majority of survey respondents reported using weather forecasts and did so at an average rate of 3.8 per day (Lazo, et al., 2009).* This means that, based on Census population estimates, U.S. adults obtained about 301 billion forecasts in the year the study was conducted. The researchers also found a median valuation of weather forecasts per household of $286 per year, which suggests that the aggregate annual valuation of weather forecasts was about $31.5 billion. (Lazo, et al., 2009) The sum of all Federal spending on meteorological operations and research was $3.4 billion in the same year, and the private sector spent an additional $1.7 billion on weather forecasting, for a total of private and public spending of about $5.1 billion. In other words, the valuation people placed on the weather forecasts they consumed was 6.2 times as high as total expenditure on producing forecasts.

NOAA data is re-packaged and analyzed (that is, made suitable and available for mass consumption by private sector businesses) to produce 15 million weather products (Konkel, 2013). Often the entities that use data produced by NOAA’s National Weather Service (NWS), such as The Weather Channel, AccuWeather, and numerous other private sector forecasters, do so without attributing NOAA as the source of the data. As a consequence, many end-users may not realize the value that NOAA’s data provides. Private sector firms continually develop new ways of creating value for companies using data from NOAA and other Government agencies. For example, the Climate Corporation sells weather insurance to farmers and is also a high-tech agricultural consultant. The company processes 50 terabytes of new and historical data each day. One of its principal data sources is the National Weather Service’s Nexrad (Next Generation Radar), a network of 159 Doppler radar stations that scans weather data in two million locations. Another source of data is 60 years of crop-yield statistics from the Department of Agriculture. Together, these data sources enable the company to generate moisture, precipitation, and soil condition maps down to the level of a farmer’s field. Monsanto bought the company in November 2013 for nearly one billion dollars (Spector 2013).

The private sector adds value to only two of the 19 terabytes of new weather and climate data that the agency produces every day; the rest currently is not accessible to the public. NOAA is working to make the data more accessible. NOAA is developing public-private partnerships in which private companies host NOAA data on the cloud and make it readily available to the public for advanced analytics without having to download all the data (Konkel 2013).

*Incidentally, the researchers used the Census Bureau’s American Community Survey as a benchmark to determine that the respondents were generally representative of the U.S. population – an example of using Government data for benchmarking purposes to help validate statistical results from other surveys.
From the beginning of our Nation’s history, there was recognition of the need for data in order to make informed decisions. Collecting data was an essential activity envisioned by the country’s founding fathers, and the taking of a census at regular intervals for the apportionment of Representatives in Congress was written into the U.S. Constitution in 1787. The first Decennial Census was taken in 1790; its purpose was to ensure a fair and accurate system of representation and taxation.

Over time, as the country’s economy developed, the need for accurate information grew beyond a simple population count. Collection of additional information built on the foundation set by the early censuses. In the early 1800s, Congress directed that a census of manufactures be conducted in order to provide a “general view of the manufactures of the United States.” This census was followed by a census of agriculture and mineral industries (Duncan and Shelton, 1978).

By the late 1800s, the Federal Government was publishing statistics on foreign trade, government expenditures and the internal commerce in the country. As the U.S. economy and society grew and changed in the 20th Century, the need for statistical information increased still further.

Today, data from Federal statistical agencies informs a multitude of decisions that help government improve its operations. One important function of Government data is to help direct the funds to programs and areas where they are most needed, such as the National School Lunch program. For example, in 2012, 28 Federal Government programs used regional income and product estimates from the Bureau of Economic Analysis to distribute $320 billion; 27 Federal programs used Local Area Unemployment Statistics from the Bureau of Labor Statistics to distribute $115 billion, and the Census Bureau’s American Community Survey was used to help determine how over $400 billion in Federal and State funds were distributed.

Government data also helps Government agencies to ensure that the benefits of their regulations justify their costs. For example, in 2013, Federal agencies evaluated the impact of over 100 “economically significant” regulations, each with a potential impact of at least $100 million or otherwise materially affecting the economy (Office of Information and Regulatory Affairs 2014). Without statistical and administrative data on the number of firms affected and the revenues of those firms, for example, estimates of the benefits and costs of these regulations would be more uncertain. As a result, there would be a greater risk that costly regulations would be enacted, while beneficial regulations would not.

---

Data-Driven Decisions: Screening for Cancer

The Centers for Disease Control and Prevention (CDC) spent $150 million in 2013 on cancer screening services and outreach, with the potential for saving lives through early detection in tens of thousands of women. CDC’s National Breast and Cervical Cancer Early Detection Program, as well as State-based programs, need to determine where to target outreach and screening services based on the percentage of women eligible for early detection services. In order to achieve this objective, CDC helps sponsor the Census Bureau’s Small Area Health Insurance Estimates (SAHIE). These are model-based estimates that combine American Community Survey data along with data from the Census Bureau’s demographic population estimates, Census 2010, County Business Patterns, the Internal Revenue Service’s Federal tax information, the Food and Nutrition Service’s Nutrition Assistance Program, and the Centers for Medicare and Medicaid Services’ (CMS) Children’s Health Insurance Program and Medicaid. In addition to informing decisions on where to target cancer screening efforts, SAHIE provides yearly estimates of health insurance coverage for every county in the United States. SAHIE’s annual operating cost of $2 million thus helps CDC and other agencies to make better decisions on spending much larger sums of money on preventative health services than would be the case absent such data.

---

4 Article I, Section 2, Clause 3 of the U.S. Constitution states, “Representatives and direct Taxes shall be apportioned among the several States which may be included within this Union, according to their respective Numbers . . . . The actual Enumeration shall be made within three Years after the first Meeting of the Congress of the United States, and within every subsequent Term of ten Years, in such Manner as they shall by Law direct. . . .” This Clause was amended in 1868 by Section 2 of the 14th Amendment to provide that apportionment shall be based on “counting the whole number of persons in each State, excluding Indians not taxed.”
Government statistics, most notably the Principal Federal Economic Indicators, are carefully watched by decision makers across the globe in order to track the macro-economy. These decision makers include Government officials at the highest levels, who use the data to gauge the overall economic health of the Nation, prepare the Federal budget, and project tax revenue; the data also informs monetary and trade policies.

**Box 4: The Principal Federal Economic Indicators**

The Principal Federal Economic Indicators are statistical series designated by the White House Office of Management and Budget that provide timely measures of economic activity. These indicators are published by several statistical agencies and are listed below. Because these series can have important impacts on market decisions and government policies, they are evaluated every three years, including an analysis of their accuracy and performance and an assessment of the effects of revisions.

- **DEPARTMENT OF AGRICULTURE, WORLD AGRICULTURAL OUTLOOK BOARD**
  - World Agricultural Supply and Demand Estimates

- **DEPARTMENT OF AGRICULTURE, NATIONAL AGRICULTURAL STATISTICS SERVICES**
  - Agricultural Prices
  - Crop Production
  - Grain Stocks
  - Cattle on Feed
  - Hogs and Pigs
  - Plantings

- **DEPARTMENT OF AGRICULTURE, FOREIGN AGRICULTURAL SERVICE**
  - World Agricultural Production

- **DEPARTMENT OF COMMERCE, BUREAU OF THE CENSUS**
  - Construction Put in Place
  - New Residential Construction
  - New Residential Sales
  - Monthly Wholesale Trade
  - Advance Monthly Sales for Retail and Food Services
  - U.S. International Trade in Goods and Services
  - Manufacturing and Trade: Inventories and Sales
  - Manufacturers’ Shipments, Inventories, and Orders
  - Advance Report on Durable Goods -- Manufacturers’ Shipments, Inventories, and Orders
  - Quarterly Financial Report -- Manufacturing, Mining, and Wholesale Trade
  - Quarterly Financial Report -- Retail Trade
  - Housing Vacancies
  - Quarterly Services

- **DEPARTMENT OF COMMERCE, BUREAU OF ECONOMIC ANALYSIS**
  - Personal Income and Outlays
  - Gross Domestic Product
  - Corporate Profits
  - U.S. International Trade in Goods and Services
  - U.S. International Transactions

- **DEPARTMENT OF ENERGY, ENERGY INFORMATION ADMINISTRATION**
  - Weekly Natural Gas Storage Report

- **DEPARTMENT OF LABOR, BUREAU OF LABOR STATISTICS**
  - The Employment Situation
  - Producer Price Indexes
  - Consumer Price Index
  - Real Earnings
  - Productivity and Costs
  - Employment Cost Index
  - U.S. Import and Export Price Indexes

- **FEDERAL RESERVE BOARD**
  - Money Stock Measures
  - Factors Affecting Reserve Balances of Depository Institutions and Condition Statement of Federal Reserve Banks
  - Industrial Production and Capacity Utilization
  - Consumer Installment Credit
It is noteworthy that decision makers often rely on data originating from a variety of Government agencies, and even many statistical agencies rely on the data products of other agencies. For example, the Bureau of Economic Analysis (BEA) estimates of national accounts, including gross domestic product, depend critically on data from the Economic Census produced by the Census Bureau. Similarly, the Census Bureau’s model-based Small Area Income and Poverty Estimates (SAIPE) rely on data from various Census programs, as well as data from the Internal Revenue Service’s Federal tax information, the Social Security Administration’s Supplemental Security Income, the BEA’s Regional Economic Income Statistics, and the Food and Nutrition Service’s Supplemental Nutrition Assistance Program. The SAIPE program serves as the only source for yearly estimates of school-aged children in poverty for all States, counties, and school districts.5

There are many other examples of cross-agency use of data. The Administrative Office of the U.S. Courts uses Decennial Census data on voting age, sex, race, and Hispanic origin to assist district courts in determining whether their jury pools comply with the Jury Selection and Service Act.6 The Social Security Administration relies on data from the Consumer Price Index published by the Bureau of Labor Statistics to adjust benefit payments for inflation.

The Census Bureau’s Equal Employment Opportunity Tabulation is the primary benchmark for comparing the race, ethnicity, and sex composition of an organization’s workforce within a specified geography and job category. The Equal Employment Opportunity Commission, the Department of Justice, the Department of Labor, and the Office of Personnel Management use the data to monitor workforce decisions of private sector businesses, Federal contractors, Federal Government agencies, and state and local government agencies.

The government decisions supported by various sources of Government data result in widely diffuse benefits that are difficult to quantify but that nonetheless illustrate the value of the data. Throughout this report, several sidebars provide additional examples of decisions made by individuals, businesses, other organizations, and governments that are informed by Government data. These examples further highlight the value of Government data.

---

5 The SAIPE program, with a cost of under $4 million, results in data used to allocate $15.4 billion (in 2013) to school districts and States, assisting more than 16 million school-age children in poverty.

III. The Role of Government in Providing Data

Making decisions under uncertainty is a fact of life. For example, individuals and households must continually decide on their levels of consumption (including leisure) and savings. Periodically they must make major life decisions such as choosing a career, when and where to search for a job, getting married, starting a family, making major purchases such as homes and cars, investing in education and training, and planning for retirement. Businesses have to make investments and operational decisions about such questions as what to produce, how much to produce, where to produce it, how to compensate employees, and how to protect themselves from price risks. Governments have to decide on the types and quantities of services to provide and where to provide them. Common to all these problems is a need for information to guide the decision maker in choosing the best possible action from among the many possible actions. From an economist’s perspective the best possible action is the one that provides the highest overall benefits relative to its costs.

Better information allows people, businesses, other organizations, and governments to make better decisions. For example, detailed data about a neighborhood’s characteristics (such as average residence square footage and average number of household members) can help a retailer better understand its consumers and therefore make better decisions about the types of merchandise to carry for sale in that neighborhood. If such data were not available, the retailer would have to either have to find a way to collect the data—a costly investment—or make do with inferior data that might lead to poorer merchandising decisions. In this section, we discuss how Government provision of data provides decision makers with more and better information than would otherwise be the case.

Addressing Market Failures to Provide More Information

Government data is an information asset built up from cumulative spending on data collection, processing and analysis, with characteristics that distinguish it from products that are more efficiently produced by markets. Information products—including Government data—have special characteristics that raise the likelihood that the market will fail to produce information at a socially optimal level. Below we discuss these characteristics in more detail.
Products that can be produced efficiently by the market share five features.\(^7\)

1. They are “rivalrous,” that is, only one economic agent can consume a given unit of such products. (If Jack eats a slice of bread, Jane cannot eat his slice—she has to pay to get her own slice of bread if she wants one.)

2. They are easily excludable, such that the producer has property rights to compel a consumer to pay for the product. (Thus, Jack cannot legally eat a slice of bread without paying baker Tom.)

3. They have characteristics and benefits that are “open” in the sense that they are easy to recognize or understand; generally, consumers know what they want and whether it is worth the price at which it is being sold. (Jack and Jill understand what they are buying when purchasing a loaf of bread.)

4. They generally have constant returns to scale or possibly decreasing returns to scale, at least above some level of output. (It takes twice the amount of flour, yeast, water, and other ingredients to make a slice of bread for Jack and for Jill than just for Jack alone.)

5. The production and consumption of such products generally do not impose gains or losses on others; that is, they generate no externalities. (All the costs of baking the bread, and revenues from selling it, accrue to baker Tom; and the expenditure to buy the bread, and the utility gained by eating it, are Jack's alone.)

In contrast, information generally does not share these five characteristics.

1. The consumption of information is “non-rivalrous.” One person’s use of the information does not diminish another’s use of it.

2. Although information can be made to be excludable (for example, by encrypting it and obtaining and enforcing intellectual property rights to it), it is often costly, or against public policy, to do so. These two characteristics of information—non-rivalry and costly excludability—suggest that information has characteristics of a “public good.”\(^8\) Standard economic theory shows that markets generally provide public goods at less than the socially optimal level; as a result, government intervention could help the economy achieve this socially optimal level.

3. Information, as distinguished from goods that can be efficiently produced by markets, often is opaque; that is, its quality can be difficult to ascertain before acquiring the data. Information is often the product of complex data collection and processing, making it difficult and costly for consumers to assess its quality and reliability. This opacity can lead to lower than optimal production and consumption of information.\(^9\)

4. Information likely has increasing returns to scale at all relevant levels of production, because it has high fixed costs of production (costly collection and processing) and negligible variable costs of production (low costs of dissemination). Moreover, information production can have economies of scope (that

---

\(^7\) See DeLong and Froomkin, 2000 for a discussion of information and rivalry, excludability, and transparency; see Allen 1990, p. 271 for a discussion of production of information; and see Bates 1988 for a discussion of consumption.

\(^8\) Because information is technically excludable, it may be more accurately characterized as a “club good” rather than a pure “public good.” Nevertheless, when exclusion costs are so high that it is not feasible to exclude non-paying consumers, as may be the case with “headline” data and even more detailed data distributed in electronic format, or when exclusion is contrary to public policy, then technical excludability is less relevant, and the case for public provision of the good is stronger (Cornes and Sandler, 1996, p. 400).

\(^9\) For example, the used car market is arguably less efficient than the new car market because of information asymmetries that make it difficult for a prospective purchaser to ascertain the quality of a used car until it is actually purchased (Akerlof 1970).
is, the average cost of production declines as additional product types are produced), because some of the infrastructure of the production process for one type of information product may also be used to produce another information product. Such increasing returns to scale and scope give rise to natural monopoly conditions, with the result that the supply of information, if left to a monopoly market supplier, would be less than the socially optimal level.

5. The production and consumption of information can generate external benefits. For example, as more people, businesses, and governments use information to make better decisions, the information becomes more valuable. The more that information is used, the more likely it is that new and innovative ways of using the data that improve decision making would be added to the store of general knowledge about information and its beneficial uses. Moreover, users of information may find problems with the information and provide useful feedback to the information producer, or may suggest additional types of information that may enhance the quality and utility of existing data products. In addition, as noted below, setting standards for data, such as definitions of key concepts, makes all data that employs such standards potentially more valuable. In this way, there are network externalities in the production and use of information. Given these externalities, private consumers and providers do not consider the full set of benefits when deciding how much information to exchange. This means that less than the socially optimal amount of information would be produced.

Together, these five characteristics of information—non-rivalry, costly excludability, opacity, economies of scale and scope, and the presence of positive externalities—imply the market would likely produce less than the socially optimal level of information. As a result, there is a role for government intervention to help the economy achieve a more optimal level of information.

---

10 Interspersed throughout this report are numerous examples of publicly available descriptions of ways that Government data can be used to improve decision making. These examples, and many more not cited in this report, add to the general store of knowledge about how to use Government data in innovative ways to improve decision making.

11 For example, Government data agencies “have reported that intensified ties with re-users [of data] may lead to improved data quality and process efficiency since any deficiencies in the data are promptly flagged up and reported back to the” agency. “Hence, when the interest in data quality is shared, quality control is partly outsourced” (POPSIS 2011 p. 6). In addition, there are organizations such as advisory committees established by statistical agencies to obtain advice about better ways to use and improve their data. For example, the Census Bureau and BEA each have advisory committees. The Council of Professional Associations on Federal Statistics (COPAFS) “represents over 300,000 individual researchers, educators, public health professionals, civic groups, and businesses that rely on the quality and accessibility of statistics that can only be effectively collected by the Federal Government” (“www.copafs.com”). The Federal Committee on Statistical Methodology (FCSM) “is sponsored by the Office of Management and Budget to improve the quality of Federal statistics and the efficiency and effectiveness of statistical practice among Federal agencies” (“www.fcsm.gov”). The Association of Public Data Users (APDU) “is a national network that links users, producers, and disseminators of Government statistical data. APDU members share a vital concern about the collection, dissemination, preservation, and interpretation of public data. As an association, APDU is committed to helping data users identify public data that meet their needs, utilizing data in cost-effective and appropriate ways, establishing effective two-way communication between data producers and users, and bringing the perspectives and concerns of public data users to bear on important issues of Government information and statistical policy. APDU provides a venue to share news, raise concerns, and advocate on behalf of the interests of public data users” (“www.apdu.com”). Finally, vast numbers of researchers publish peer-reviewed studies using Government data that both lead to improvements in the quality and types of data collected as well as the development of new, useful techniques for using the data.

---

Data-Driven Decisions: Helping Businesses Export

In 2007, a coffee producer in Texas received customized market research from the U.S. Commercial Service office in San Antonio, which helped the company break into markets in Mexico, Italy, Iraq, Australia, and Japan. Market research produced by the Commercial Service includes Government data from Trade Stats Express (http://tse.export.gov/TSE/TSEhome.aspx), and even more detailed data is available at the Census Bureau’s USA Trade Online (https://usatrade.census.gov).

The share of the company’s annual income from exports increased from 2% in 2005 to 60% in 2009, and the company added jobs as a consequence. Based on the company’s success and knowledge gained from exporting, the owner started an export management company to help other companies (Export.gov, 2014).
The Advantages of the Government Production of Statistics and Other Data

The previous section laid out the reasons that government intervention may lead to a more socially optimal level of information. This section focuses on statistical information in particular and explains the advantages of having the Government produce certain types of statistics and data. The Federal Government is uniquely positioned to provide such data because it provides a system of collection and dissemination that is comprehensive, consistent, confidential, credible, relevant, and accessible.

Federal Government data includes information collected by Federal agencies from individuals, households, businesses, and institutions such as schools, hospitals, and State, local, and tribal governments to serve a wide variety of purposes. The output of Federal statistical programs is one subset of Government data. The statistical data is meant to illuminate public and private decisions on a range of topics, including the economy, the population, the environment, agriculture, crime, education, energy, health, science, and transportation (OMB, 2013a). For example, the Principal Federal Economic Indicators can move markets and shape policy. Government officials at the highest levels use them to gauge the overall economic health of the Nation, prepare the Federal budget, and project tax revenue. They inform fiscal, monetary and trade policies, exchange rates, and social welfare policies, as well as investment and financial decisions of businesses and individuals. Given their importance, there is a compelling need for timely, credible information that is accurate, representative, and comparable.

1. Comprehensive

The mission of the Federal statistical agencies is to collect and disseminate nationally representative data that covers the entire population and the whole economy. To ensure accurate representativeness, these agencies collect data from across the U.S. population. Typically this includes population segments—such as persons from sparsely populated regions, or new small businesses—about which private sector entities have little interest. Any single business has little incentive to undertake the significant expense of collecting data from hard to reach populations for their business needs. However, the Government—because of its broader mission—has developed a robust infrastructure to provide information about all people and businesses throughout the Nation.

Data-Driven Decisions: Choosing a Career

About 3.4 million students were expected to graduate from high school in 2013 (National Center for Education Statistics 2013). In addition, nearly 900,000 associate’s degrees and 1.7 million bachelor’s degrees were expected to be conferred in 2013 (National Center for Education Statistics 2014). These graduates, as well as adults considering a new job or a career change, need to make informed decisions about what career to pursue.

For more than 50 years, the Bureau of Labor Statistics’ Occupational Outlook Handbook (OOH) has been a nationally recognized source of career information. It describes a variety of occupations, including what workers do on the job, working conditions, the training and education needed, earnings, and projected job growth. The handbook is available at http://www.bls.gov/ooh/home.htm.


This information helps our youth throughout the country. For example, a college website advising prospective students on how to get ready for college suggests that 11th graders use the OOH to explore careers and their earning potential (Spoon River College, 2014). A high school honors student trying to decide on a career path used the OOH to help him decide to major in mechanical engineering. After graduation, he obtained a job at a large tech company (Loftus, 2008).
• The Economic Census provides comprehensive information about the Nation’s commercial activity. Taken at 5-year intervals, it provides comparable data across economic sectors, using consistent time periods, concepts, definitions, classifications and reporting units. Larger firms report information directly, while administrative records are used to provide basic information for very small firms, reducing the need to burden them with questionnaires. In 2012, over 4 million businesses were contacted for information. The Economic Census provides information on over 29 million establishments, large and small, and together with the Census of Governments and the Department of Agriculture’s Census of Agriculture covers more than 98 percent of all economic activity.

• The Population Census, conducted every 10 years, provides an official count of the entire population. Extensive efforts are directed to evaluating the coverage of the Census.

• The American Community Survey (ACS), conducted every year, uses statistical samples of the population to provide more current and detailed information about local communities. In 2012, the ACS covered about 93 percent of the U.S. population.12

• Other programs, such as the Quarterly Census on Employment and Wages and the Census of Fatal Occupational Injuries, both programs of the Bureau of Labor Statistics, collect and disseminate data that comprehensively covers the Nation.

When the Government collects data on a sample of persons or businesses (in order to avoid higher-cost collections involving the entire population) rigorous statistical methods are used to choose the sample that is representative of the relevant population as a whole, and the reliability of the estimates is specified through measures of sampling variability (Office of Management and Budget, 2006).

Private data collection—while perhaps produced more quickly—is often narrowly tailored to the specific needs of a business or industry. For example a private business might find it cost-effective to target specific “market segments” in its data collection efforts, such as persons with landline telephone access, or households above a certain income level. These choices make sense for that business’s specific needs, but the resulting data may be of limited use in determining whether the evidence has broader applicability.

The Government is also uniquely positioned to use administrative data to ensure coverage of the entire population while minimizing burden to respondents. Some data is already collected on nearly all employers and their employees for other purposes such as tax filings and unemployment insurance records. Data sharing arrangements enable Federal statistical agencies to use this information to construct survey frames and samples and to avoid redundancies in data collection, thereby minimizing respondent burden. Such arrangements are strictly governed by law and policy to protect the confidentiality of respondents, as discussed in the subsection on confidentiality below.

12 Complete history of ACS coverage rates is available at: https://www.census.gov/acs/www/methodology/coverage_rates_data/index.php#note2.
2. Consistent

Federal statistical agencies collect and disseminate data at regular intervals, and they work to ensure the data is consistent across data collection programs, enabling meaningful comparison and analysis. Government data collection is often broadly focused with a long time horizon, rather than targeted at specific products or specific interests in a short-time horizon based on market demand. Government data collection efforts also focus on consistent definitions and measurements that make it easier to compare data across data sets. As a result, Government data collection facilitates comparisons with fewer discontinuities.

The long-term focus of Government statistical agencies facilitates the comparability of the data over time, allowing for the assessment of changes and trends. Although methodological changes and other factors can limit the strict comparability of some Government data series, Government responsibility for data collection and dissemination better ensures that the information collection activities will be ongoing and thus that the data will be consistent and comparable.

Government data collection efforts also facilitate comparisons of data across data sets. The Office of Management and Budget sets Government-wide definitions and classifications standards for concepts such as “race,” “ethnicity,” “Metropolitan Statistical Areas,” “industry,” and “occupation.” Without generally accepted definitions and standards, these concepts could be defined and measured in many ways, making it difficult to compare data from different sources.

In addition, the private sector might not find it profitable to provide or retain certain data for which there is not current adequate demand. To the extent that some of the value of data is in future demands that are not fully anticipated, as is often the case for basic scientific research, systematic collection (and archiving) of the data by the Government helps ensure that this future value of data is reserved. For example, data from the Department of Agriculture about U.S. horse exports to Mexico was relatively unimportant for many years, but after U.S. horse-slaughtering policies changed in 2007, the time series of the data became important in understanding the effects of those policies (C-Fare, 2013, p. 7).

3. Confidential

Government statistical agencies recognize that the data they collect can be sensitive, and it is a top priority to maintain the confidentiality of the information. Many respondents would not provide accurate information if they believed that it would be made public or used to their detriment. Confidentiality is also the law: for example, the Confidential Information Protection and Statistical Efficiency Act of 2002 (CIPSEA) ensures that individuals and organizations who supply information for statistical purposes

For examples of privately held data that is no longer available for future use, and the problems this poses for ongoing research, see http://blogs.smithsonianmag.com/science/2013/12/the-vast-majority-of-raw-data-from-old-scientific-studies-may-now-be-missing/.

4 44 U.S.C. § 3501 note (2002). See, titles 13 and 22 for confidentiality provisions specific to the Census Bureau and the Bureau of Economic Analysis, respectively.
under a pledge of confidentiality will have their identities protected and that the information will be used for statistical purposes only and may not be used for any enforcement or other regulatory purposes. Violators are subject to fines and incarceration.\textsuperscript{15}

Private-sector data collectors provide no similar guarantees; for example, a company that provides an Internet-based “do-it-yourself” survey application states that the anonymity of survey respondents’ information depends on the survey creator. “It is up to each survey creator to decide if they want to collect responses anonymously, or to capture respondents’ personal information.”\textsuperscript{16} Similarly, social networking platforms are free to change privacy policies governing the use of data.

The Bureau of Economic Analysis (BEA) collection of data on services trade and on financial and operational information about investments abroad is a useful example of the value of the Government’s confidentiality protections. Because private firms have an incentive to safeguard information about internal operations and business plans, publicly reported information about their investment abroad and cross-border trade in services may be very limited or imprecise. This affects the usefulness of that information. BEA collects robust trade and financial data from private firms, yet publishes statistics based on the data without revealing anything that might violate individual firms’ confidentiality. This increases the odds that firms fully and accurately report the information.

\textbf{Data-Driven Decisions: Crime Mapping}

Over 10 million crimes were committed in the United States in 2012, with property crimes representing the vast majority, about 9 million (Federal Bureau of Investigation, 2013). Crime mapping has emerged as a critical tool for law enforcement, pointing to relationships between various types of crime incidents and the characteristics of the neighborhood where the incidents occurred, such as population density, poverty, and housing vacancy. This helps to identify “hot spots” and focus law enforcement efforts where they are most needed. Crime mapping often relies on Census Bureau’s demographic and housing data, which is available at the neighborhood level (Reamer, 2006).

For example, the Illinois State Police department has used Census data to develop a list of risk factors to help identify methamphetamine hot spots. Of the eight risk factors that were ultimately developed, six of them came directly from Census data (Police Foundation, 2000).

\textbf{Data-Driven Decisions: Setting Contract Prices}

The Producer Price Index (PPI) program at the Bureau of Labor Statistics (BLS) publishes monthly data on prices received by domestic producers of goods and services, allowing for the measurement of price changes from the seller’s perspective. Businesses can use the data to adjust prices in long-term sales and purchase contracts, allowing the parties to cope with changes in prices without otherwise revising their long-term business arrangements. These escalation clauses allow the parties to allocate risks in a mutually beneficial way over longer time periods, thereby reducing contract negotiation costs.

The data can have a large financial impact. According to a survey of Producer Price Index data users, the average contract that was escalated was valued at $115 million (Bureau of Labor Statistics, 2013).

\textsuperscript{15} Section 513 of CIPSEA states that disclosure of confidential information is a class E felony punishable by imprisonment up to five years and fines up to $250,000, or both.

\textsuperscript{16} Additional explanation of the private survey company’s privacy and security policy is available at http://help.surveymonkey.com/articles/en_US/kb/Are-my-survey-responses-anonymous-and-secure?
Government agencies strive to be transparent by providing full documentation of the survey forms used to collect the data and by publishing the statistical methodologies used to compile the data. Changes to statistical questionnaires require public notice and comment, which allows the public to provide the Government with important information that should be considered in the collection and dissemination of data. Agencies hold data user conferences and host online training in the use of their data in order to foster a better understanding of the strengths and limits of their data. By maintaining this high level of transparency, statistical agencies help the public understand where the statistics come from and what they represent, increasing the level of trust in the reliability of the data.

Credibility is also fostered by impartiality. The Office of Management and Budget (OMB) coordinates the Federal statistical system (44 U.S.C. 3504(e)) and issues policy directives that, among other things, aim to insulate agencies from pressures to manipulate data for political purposes or other special interest objectives. For example, OMB’s Statistical Policy Directives Number 3 and 4 distinguish between policy-neutral data releases and interpretation of data by policy officials.17

5. Relevant

To produce relevant data, statistical agencies must balance the need to provide comprehensive data consistently over time against the need to be flexible in response to changes in the economy, society, and environment, as well as to changes in information needs. The rise of new technologies, industries, occupations, and household arrangements, shifts in policy priorities, and other societal changes may require changes in the kinds of data statistical agencies collect, the ways they collect them, the products they produce with them, and the vehicles they use to disseminate those products. Because of the strictures involved in changing Federal statistical agencies’ data collection methods, private sector organizations, including academic and non-profit researchers, arguably have greater flexibility in collecting and classifying new kinds of data. To ensure they are collecting relevant data, statistical agencies frequently consult with private-sector entities in the research and development of new data products.

Statistical agencies respond to changes in data needs by collecting new data or re-classifying existing data only after careful research and consideration. For example, U.S. statistical agencies work with agencies from other countries to develop new data categories for the National Income and Product Accounts and to conform to international definitions, methodologies, and standards (United Nations Statistics Division, 2014). Proposed changes in data collection and methodologies are carefully researched and reviewed by statistical agency staff, are vetted with statistical agency advisory committees and other statistical agencies that use the data, are posted in the Federal Register for comment by the public, and are approved by the Office of Management and Budget.

Collection of data about household arrangements is a prime example of how statistical agencies alter data collection in response to societal changes. The classification of such household relationship data has evolved since 1880, when the Decennial Census questionnaire asked about the relationship of each person in the household to the householder (Simmons and O'Connell, 2003). In 1990, the category “unmarried partner” was added to the Census to reflect the growing diversity of household arrangements and an increasing tendency for couples to live together before, or instead of, marrying. This category was added to other surveys over the next several years. Given continued changes in household and family relationships, there may be a continued need to update or revise categories used in these surveys. OMB established an Interagency Work Group on Measuring Relationships in Federal Household Surveys to research the measurement of marital and household relationships and to make recommendations to statistical agencies for the development of questions that more accurately capture data on marriage and family arrangements (OMB, 2013, p. 63).

Another way statistical agencies can improve the relevance of their data is by re-organizing or re-classifying their data in ways that shed light on different sectors of the economy that were previously not clear. The Bureau of Economic Analysis (BEA) has developed “satellite accounts” in conjunction with its National Income and Product Accounts (NIPA) program as a means of responding to changing information needs. To provide better information about particular sectors of the economy, such as Trade and Tourism, BEA rearranges data elements underlying the official NIPA (Bureau of Economic Analysis, 2014a). In addition, BEA has also developed satellite accounts based on concepts that differ from the official NIPA concepts and serve as a framework for estimating vital sectors of the economy that were otherwise unmeasured (United Nations Statistics Division, 2009, p. 523-543). For example, until recently, the NIPAs treated spending on research and development (R&D) as an expense, but BEA developed a satellite account that treated R&D as a capital investment, which is more consistent with the economic concept of research and development; in 2013 the R&D satellite account became a part of the official NIPAs (Bureau of Economic Analysis, 2013). BEA has also been developing a satellite account for health-care spending, which will reclassify health care spending as expenditures on treatment of various disease groups. The goal is to develop statistics that will provide perspective on overall health care spending as well as presenting a more detailed view of household consumption of care for diseases over time, thus helping researchers, businesses, and policy makers better assess the returns to society on medical-care spending. (Bureau of Economic Analysis, 2014b).
Box 5: Measuring E-Commerce: Government Data Sets the Standard After Building on Initial Private Sector Efforts

Until the late 1990s, only private sector organizations published estimates of the volume of sales transactions completed over a computer network, known as e-commerce. However, these private estimates ranged widely. For example, in 1998, private sector estimates of business-to-business e-commerce sales ranged from $12 billion to $92 billion, and estimates of business-to-consumer estimates ranged from $4 billion to $27 billion (Fraumeni 2001, p. 319).

The large differences in estimates likely reflected lack of uniformity in methodologies, coverage, and definitions, but such background information about the estimates was difficult to obtain or, if available, consisted of opaque descriptions on “sizing the Internet market” (Fraumeni 2001, p. 318).

During the summer of 1999, the Census Bureau developed detailed concepts and definitions of e-commerce in collaboration with other Government agencies and private sector experts (Parker and Grove 2000). The Bureau distinguished among three main components of e-business:

- e-business processes such as buying, selling, inventory and production management, logistics, and communication and support services.
- e-business infrastructure, including computers and other hardware; telecommunications and network channels; and system and applications software.
- e-commerce, which consists of transactions completed over a computerized network involving the transfer of ownership or right to use of goods and services - where the key determinant of when a transaction is “completed” is electronic agreement over the network and not payment.

The Census Bureau added e-commerce sales questions to its 1998 annual survey covering retail trade. The (revised) estimate for e-commerce retail sales in 1998 is about $5 billion (Census Bureau 2013a)—a little above the lowest private sector estimate for that year.

6. Accessible

Public access to Government data maximizes the potential beneficial uses of the data. In particular, providing access to data free of charge over the Internet helps ensure that data is used for more applications with positive benefits (net of other costs) and can be used for a variety of uses for which the benefits are uncertain or diffuse. Equity in access to Government data ensures that all users have an equal opportunity to use the information.

Government data is becoming increasingly “open.”18 Government data tabulations used to be disseminated exclusively in printed documents and made available for purchase or in libraries by the Government Printing Office; since the 1990s most Government statistical reports can be downloaded at no charge, while the data tabulations contained in those reports (and additional data) can be downloaded in electronic format. More recently, Government data has increasingly become available via Application Programming Interfaces (APIs) that allow programmers to access Government data directly and feed the

---

18 As defined by the McKinsey Global Institute, fully open data is accessible to everyone; are machine readable (in formats that make it easy for computers to retrieve and process data); are offered at zero cost; and have no limits on reuse and redistribution (McKinsey Global Institute 2013, p. 3).
data into applications. President Obama signed an Executive Order on May 9, 2013, which promotes open data as the default mode for Federal Government information, and Office of Management and Budget issued a memorandum to establish a framework for institutionalizing the requirements of the Executive Order. Making machine-readable data available through APIs is one way statistical agencies are making large amounts of data available on a timely basis. Other efforts are underway to increase the amount of Government data that is open, including efforts at the National Oceanic and Atmospheric Administration, the National Aeronautics and Space Administration, the Department of the Interior, the Internal Revenue Service, and other agencies. (U.S. Open Data Action Plan, 2014).

The Government does not necessarily have to make data more accessible on its own; the Government also supports private sector entities through grants, contracts, and public-private partnerships to make data more accessible and easier to use for the research community and the public at large. For example, the Minnesota Population Center of the University of Minnesota, under a grant from the National Institute of Child Health and Human Development, collects and preserves Current Population Survey microdata and documentation, harmonizes the data for compatibility over time, and disseminates the data at no charge (Minnesota Population Center, 2014). The Patent and Trademark Office, in conjunction with Google, made patent awards and applications more accessible and easier to search (McKinsey Global Institute, 2013, p. 12).

The Complementary Relationship between Government and Private Sector Data

Government data is a vital source of information, but not the only important source. Government data and private data are complementary sources of information for decision making. In fact, even as private data production, aggregation, and dissemination have proliferated, much private data crucially depends on public data. For example, many private entities that create statistics, economic indicators, and other data products rely on Government data as a reference and standard for adjusting, weighting or testing the validity of their products. These entities include private sector entities that provide macroeconomic indicators that complement or attempt to forecast Government economic indicators; pollsters; and market research and consulting firms that collect and disseminate public opinion and marketing data.

For example, the Billion Prices Project is a private (academic) initiative to collect price data daily from hundreds of online retailers around the world in order to track inflation and prices. The data are commercially available through a private company, PriceStats, which uses the Consumer Price Index (CPI) as a benchmark to gauge the performance of the index. However, the PriceStats data is not intended to replace Federal Government data on prices as measured by the CPI, but instead provides an independent and complementary gauge of price changes (Lowrey, 2010).

In other instances, the role of the Government is to develop a “simple, reliable, and publicly accessible infrastructure that ‘exposes’ the underlying data” (Robinson, et al., 2009). The Government does so in a manner that is comprehensive, consistent, confidential, credible, relevant, and accessible, while the private sector is in the best position to develop custom-tailored analyses of Government data for specific users and specific purposes. That is, Government data can be used by the private sector as an input into more specialized products that the private sector is most suited to supply. Private sector entities, which are in a more direct relationship with customers, may be in a better position to perceive new or changing demands in the market. Private sector entities are freer to combine Government data from multiple Federal, State, local, overseas, and multinational agencies, as well as the private sector, and may be less restricted in presenting the data. The private sector has the flexibility to charge fees or sell advertising for data dissemination and therefore has a strong incentive to develop innovative ways to deliver Government data to the public. Moreover, the private sector is free to analyze and interpret Government data in any way it sees fit, subject to the discipline of the marketplace and peer-review. The flexibilities enjoyed by the private sector result in the ability to bring valuable products and services to the market.
IV. The Commercial Value of Government Data

A primary goal of this report is to provide an initial framework for understanding the value of Government data. Government data is an input into the products and services of many types of businesses, so an important component of the value of Government data lies in its use as an input into these private sector products and services. Because Government data is disseminated freely and with no requirements for attribution, it is difficult to identify these uses of Government data and to estimate their monetary value. Unlike goods and services that are produced and sold in the marketplace, there is no market price for Government data, so it is not possible to use its price to reflect its value as a commercial input. Instead, this section examines the revenues attributed to firms that use Government data to illustrate the importance of Government data in the economy.

As a first step toward assessing the commercial value of Government data, we focus on defining the ecosystem of firms that rely heavily on Government data as a key input to their production processes. This section: (a) develops a definition of Government data-intensive business activities; (b) identifies some of the firms that engage in Government data-intensive business activities and estimates their size in terms of annual revenues; and (c) outlines a methodology for defining the Government data-intensive sector in terms of those industries that most closely resemble Government data-intensive activities. The goal is to develop credible, albeit rough, estimates of the size of the sector.

Defining Government Data-Intensive Business Activities

This section provides a first step toward assessing the value of Government data as a commercial input by looking at the ecosystem of firms that rely heavily on Government data in their production processes. These firms constitute the Government data-intensive sector (GDIS). Government data-intensive businesses provide products and services to households, businesses, other organizations, and governments.

Figure 3 lays out where GDIS activities fall in a data value chain, with Government data flowing from Government data agencies (at the bottom of the diagram) to the ultimate users of the data (at the top of the diagram). While data can flow directly from the Government agencies to these users, data can also flow through the GDIS, which uses the data as an input for products and services purchased by the ultimate end users. (Note that in Figure 3 there are data flow arrows pointing in both directions, as Government both provides public data to users and collects raw data from them.) Below, GDIS activities are described in order from those furthest upstream in the data value chain to those furthest downstream.
• **Value-Added Repackagers** aggregate Government data from many different Federal Government agencies, private-sector firms, other governments, and international organizations within a single application. The application adds value to the data by providing easy-to-use data interfaces and possibly the capability to create charts, tables, and maps, and by allowing users to switch periodicity easily (for example, switch between monthly, quarterly, and annual series). For-profit examples of repackagers include Geolytics, Haver Analytics, and Socrata; non-profit examples include the Federal Reserve Economic Data (FRED) at the Federal Reserve Bank of St. Louis.

• **Benchmarkers** are firms that create statistics or other data products using non-Government data, but use Government data as a reference and standard with which to adjust, weight, or test the validity of their products. These firms include private providers of macroeconomic indicators that complement or attempt to forecast or substitute for Government economic indicators. Certain pollsters and market research firms that collect public opinion and marketing data and disseminate such information to private companies, marketing consulting firms, and news organizations also benchmark their survey results using Government data. Examples include Nielsen and Gallup.

• **Analysts** are firms that use Government data (either directly or indirectly through repackagers) to create products for other firms or to generate research based on the data. For example, analysts create market segmentation products, in which households are classified into numerous categories.
sharing similar tastes, incomes, household configurations, and interests. Market segmentation is a tool for more accurately and efficiently targeting resources devoted to media advertising buys, pricing strategies, and establishment locations. In addition, social science research organizations perform work under contracts from governments, foundations, and businesses and are often very intensive users of Government data. Yet another example is news organizations that report on the principal Government economic indicators and analyze their impact on the economy or that analyze other Government data, including highly localized demographic and economic information. Examples of news organizations that report Government data include CNBC, The New York Times Company, and the News Corporation.

- **Data Brokers** are firms that compile Government data (and sometimes proprietary private sector data) from around the world and add value by aggregating and integrating the data (McKinsey Global Institute, 2013, p. 6). These firms sell access to the resulting repackaged data and often provide analysis of the data and even news reporting on the data. Examples include Acxiom, Bloomberg, ESRI, Experian, IHS Global Insight, and Thomson Reuters.

**Estimating the Size of the Government Data-Intensive Sector**

As previously noted, estimating the value of Government data to GDIS firms is challenging. An ideal estimate of the commercial value of Government data to GDIS firms might be an estimate of how much lower the market value of GDIS firms would be absent Government data. However, it is not possible to get a counterfactual estimate of what the value of GDIS firms would be if there were no Government data available to them. Furthermore, many of the large GDIS firms are privately held, so there is no available information about their current market valuation.

Given these constraints, this report measures the size of the GDIS sector as a proxy for the commercial value of Government data. This subsection outlines a methodology for developing credible, albeit rough, estimates of the size and scope of the GDIS and reports such estimates. First, we identify specific companies that use Government data as an input into the products and services they sell. We describe the business activities of these companies and classify each company in one or more industry based on their business activities. The lower-bound estimate of the size of the GDIS is based on the revenues of the identified firms. The upper-bound estimate of the size of the GDIS is based on the revenues attributable to the industries identified by the assigned NAICS codes.

To begin, a partial list of companies known to use Government data to some degree was compiled based on consultations with statistical agency staff and lists of competitors cited in the 10-K filings or annual reports of publicly-traded companies. The firms highlighted in this section are selected for illustrative purposes, to provide a general sense of the business of firms operating in the GDIS, and no endorsement of their products and services is intended.
Below we briefly describe the business activities of these firms, along with the industry or industries in which each firm operates. We classify each firm in one or more industries based on the description of the business activities. Appendix II lists and describes the industries (as defined by their six-digit North American Industrial Classification System (NAICS) codes).

**Acxiom**, headquartered in Little Rock, Arkansas, is a large data broker. One of its services is a market segmentation tool called PersonicX. Clients use PersonicX to refine products to meet the needs and desires of particular groups of potential customers; to formulate marketing strategies; and to improve targeting of advertising (Acxiom, 2014). PersonicX classifies households into 70 groups with similar “needs, motivations, likes and dislikes and behaviors” within 21 “life stage groups” (households that have attained similar life milestones, such as getting married, having a child, or buying a home).

PersonicX draws on its analysis of Acxiom’s database of demographic, contact, and purchasing behavior information for 125 million U.S. households. It gathers data from “various public information sources: driver’s license files, birth records, self-reported surveys, county tax assessors, telephone books and other public sources of data” such as Census data (Acxiom, 2010; Ayres, 2007, pp. 145-6).

**NAICS Industries**: Marketing Consulting Services (NAICS 541613)

**Bloomberg, L.P.** is a data broker that is the world’s biggest provider of financial information. The company’s main product (accounting for 85 percent of the company’s revenue) is its data terminal, which the company leases to its customers. The terminal provides 15,000 functions over the Internet, including Government data series as well as securities market data and other news plus analytical and computational capabilities (Elkind 2013). Another product published on the Internet, Bloomberg Government, provides many Federal Government documents and data (for example, the Federal Register, reports published by the Government Accountability Office, and data on Federal Government contracts and grants) and adds value by providing sophisticated search tools. Bloomberg Government also provides detailed profiles of Congressional districts using Census and other data.

**NAICS Industries**: News Syndicates (NAICS 519110); Internet Publishing and Broadcasting and Web Search (NAICS 519130)
Environmental Systems Research Institute (ESRI) provides software tools and data that enable customers to produce maps by combining geographic information and also to help solve problems that have a spatial element to them. (For example, we describe in a sidebar elsewhere in this report an example of a business using ESRI’s Business Analyst tool to decide where to locate.) The base maps that ESRI makes available to map-makers using ESRI’s flagship software product, ArcGIS, were developed using geographic data from numerous sources, including Federal Government agencies. For example, ESRI’s World Topographic Map draws on geographic data from the U.S. Geological Survey, the Environmental Protection Agency, and the U.S. National Park Service (Environmental Systems Research Institute, 2014a). ESRI also packages, adds value, and sells economic and demographic data by geographic location from the 2010 Decennial Census and the American Community Survey that can be combined with base maps to generate maps that reflect the geographic distribution of the data (Environmental Systems Research Institute, 2014b). The same Census data is used by ESRI in the development of its Tapestry market segmentation tool (Environmental Systems Research Institute, 2014c); Tapestry categories are matched by ESRI to data from the Consumer Expenditure Survey conducted by the Bureau of Labor Statistics to analyze consumption patterns by product class and market segment (Environmental Systems Research Institute, 2014d).

**NAICS Industries:** Internet Publishing and Broadcasting and Web Search Portals (519130); Marketing Consulting Services; Marketing Research and Public Opinion Polling (541910); and Administrative Management and General Management Consulting Services (541611)

---

**Gallup** collects data on the economic status, attitudes, wellbeing, and behaviors of individuals in more than 160 countries (Gallup, 2013a; Gallup, 2013b). In the United States, Gallup uses random-digit-dialing of landline and mobile phone numbers to generate samples of individuals to survey. After it collects and processes its survey data, Gallup assigns weights to each respondent so that the demographic profile of the weighted sample matches the demographic profile of the entire adult population. The weights are based on Census Bureau data from the American Community Survey, the Current Population Survey, and the Decennial Census on gender, race, age, educational attainment, and region. (Gallup 2010; Gallup, 2013c). Gallup publishes many of its findings on its website, and many news organizations also report its findings. Gallup Analytics makes detailed poll findings available to subscribers for an annual fee; for an additional fee subscribers can gain access to the respondent data (Gallup, 2013b).

**NAICS Industries:** Marketing Research and Public Opinion Polling (NAICS 541910)

---

**GeoLytics, Inc.** repackages Decennial Census, American Community Survey data from the Census Bureau and Uniform Crime Reporting Program Data from the U.S. Dept. of Justice, Federal Bureau of Investigation and adds value by providing software to make the data easier to access, analyze, and map (GeoLytics 2014a and 2014b). It produces products such as Business Demographics 2009 “for making sound business decisions” that combines Decennial Census population data with data from the Economic Census and County and Zip Code Business Patterns data as well as data from the Consumer Expenditure Survey of the Bureau of Labor Statistics and includes analytic and mapping software and GeoLytics population projections (GeoLytics 2014c). GeoLytics also sells market research data, including a market segmentation product, based on Census demographic data (GeoLytics 2014d).

**NAICS Industries:** Internet Publishing and Broadcasting and Web Search Portals (519130); Marketing Consulting Services; Marketing Research and Public Opinion Polling (541910); and Administrative Management and General Management Consulting Services (541611)
GreatSchools is a national non-profit organization with offices in San Francisco, Milwaukee, Washington D.C., and Indianapolis. GreatSchools ratings are based on data drawn from State Departments of Education on the most recent available standardized test results for schools in each State. For each grade/subject combination, GreatSchools determines ratings based on which decile the school’s test scores are in the statewide distribution of test results. For each grade the subject-level ratings are averaged to arrive at an overall rating for that grade. Similarly, school-wide and district-wide ratings are weighted (by the appropriate school population) averages of grade-level and school-level ratings, respectively.

NAICS Industries: Internet Publishing and Broadcasting and Web Search (NAICS 519130)

Haver Analytics updates and manages historical time series data, providing up-to-the-minute time series data on over 200 economic and financial databases to customers in the global strategy and research community. The company maintains offices in New York, London, and Singapore and serves clients in financial services, government, academia and various industry groups from consulting to manufacturing. Data offerings range from daily market data to annual economic statistics, with extensive forecast data covering the world’s economies. Source data includes over 1,200 government and private sources. Haver databases are available through specialized software that allows for database integration and analysis, and Haver also offers web delivery of data. Telephone client support is staffed by database managers who can help clients locate and understand the data available to meet their information needs (Haver, 2014).

NAICS Industries: Administrative Management and General Management Consulting Services (NAICS 541611)

Data-Driven Decisions: Investing in Real Estate

Existing-home sales in 2013 were 5.1 million on a seasonally adjusted annual rate according to the National Association of Realtors, and real estate investors accounted for roughly 20 percent of home purchases near the end of 2013, according to the Campbell/Inside Mortgage Finance survey of real estate conditions (Bharatwaj, 2013). Both investors and individual home buyers can use Census data to help make better residential real estate investment decisions. For example, a real estate investor used Government data from the Census Bureau’s “State & County QuickFacts” website (http://quickfacts.census.gov/qfd/index.html) to help to determine whether houses were under- or overpriced in a given county. By his rule of thumb, houses were underpriced in that county, so he bought houses that he later sold at a higher price. He recommends that prospective real estate investors consider Census data such as household income, population growth, unemployment rate, job growth, housing inventory, rental rates, and median home price in making investment decisions (Pierce, 2009).
IHS Inc. is a publicly traded business information services company based in Englewood, Colorado, with experts in energy, economics, geopolitical risk, sustainability and supply chain management. The company was originally founded in 1959 as a provider of product catalog databases on microfilm for aerospace engineers, and it now employs over 8,000 people in more than 31 countries. IHS provides business clients with global market and economic information, including technical information, tools and operational and advisory services. IHS Data & Analytics services provide guidance in the areas of economics and finance, risk management, country risk and credit risk, investment and portfolio analysis and management, corporate strategy, marketing and market intelligence, business development, and insurance underwriting. Customers range from governments and large multinational corporations to small companies and technical professionals (Ycharts, 2014).

NAICS Industries: Marketing Consulting Services (NAICS 541613); Administrative Management and General Management Consulting Services (541611)

MapQuest, Inc. offers online, mobile, business and developer solutions that help people discover and explore where they would like to go, how to get there and what to do along the way and at the destination. MapQuest's suite of mobile services extends the company's popular place search, mapping and directions services beyond the desktop to cell phones and other wireless devices. MapQuest Mobile offers free solutions for the mobile web as well as free voice-guided navigation applications to meet the needs of MapQuest users on-the-go. Recently, to provide “a more robust local discovery experience,” MapQuest has included additional information from a variety of sources, including publicly available Government data. For example, it includes airport status information by the Federal Aviation Administration; Mapquest reports that airports are the top queried search (AOL, 2014)

NAICS Industries: Internet Publishing and Broadcasting and Web Search (NAICS 519130)

Nielsen is a global marketing and advertising research company headquartered in Lower Manhattan, New York City. It offers critical media and marketing information, analytics, and industry expertise about what consumers buy and what consumers watch. Customers include media, entertainment, and consumer goods companies. Nielsen is active in over 100 countries, and employs approximately 32,000 people worldwide. Total revenues amounted to $5.1 billion in 2010. (Ycharts, 2014).

The company relies on Government data to adjust the results of its information collection. For example, Nielsen calculates the number of homes with televisions and the number of television viewers in the United States. To do so, Nielsen uses proprietary data from its People Meter panel, along with U.S. Census Bureau data and auxiliary sources such as state governments and the U.S. postal service. Nielsen applies TV penetration rates to convert the total household and population estimates to TV households and persons therein (Nielsen, 2013).

NAICS Industries: Marketing Research and Public Opinion Polling (NAICS 541910)
Thomson Reuters provides “intelligent information” for businesses and professionals by combining industry expertise to deliver critical information to decision makers in the financial and risk, legal, tax and accounting, intellectual property and science and media markets. The company’s Financial & Risk Division provides solutions to the global financial community, delivering news, information and analytics to facilitate transactions relationship among trading, investing, financial and corporate professionals.

NAICS Industries: News Syndicates (NAICS 519110), Administrative Management and General Management Consulting Services (NAICS 541611)

Trulia is an on-line search engine with a database of 3.5 million homes (Trulia, 2014a). It delivers information to homebuyers, sellers, owners, and renters about properties (including mapping homes for sale, rent, and recently sold for a chosen locality), agents and neighborhoods around the country (Trulia, 2014b). Neighborhood information includes data on schools (from GreatSchools – see description above). Crime hotspots are mapped using data provided by SpotCrime.com and CrimeReports.com. Trulia reports community statistics based on 2000 Decennial Census data for a locality with comparison data for its county and State. These statistics include median household income and the distributions of home ages, household income, and commuting times. The Trulia website also provides numerous links to other sources of data on a particular community, including Bureau of Economic Analysis data on county-level per capita personal income and its components and Census Zip Code Business Patterns by NAICS industry code (Trulia, 2014c).

NAICS Industries: Other Activities Related to Real Estate (NAICS 531390)

Zillow is an online real estate listing service headquartered in Seattle with offices in New York City, San Francisco, Chicago, Irvine, CA and Lincoln, NB.

Zillow’s website draws on a continually updated database of 110 million U.S. homes currently for sale or rent or not on the market and maps them for a chosen locality. The data on listed homes is drawn from public data on physical attributes, tax assessments, and prior and current transactions, which can also be updated by home sellers (Zillow, 2014a). Zillow also offers “Zestimates” for home values and rents using a proprietary automated valuation model based on Zillow’s database (Zillow, 2014b. Zillow also provides local and (for comparison) national demographics data from the 2000 Decennial Census, including data on relationship status, homes with children, age distribution, median household income, percent population that consists of single males and single females, median age, average household size, and average commute time compared with national numbers. In addition, using segmentation methods based on 2000 Decennial Census data, Zillow reports on a locality’s “main types of people.” Zillow also maps school catchment areas and reports ratings of local public schools using proprietary data from GreatSchools (Zillow, 2014d); see description of GreatSchools above.

NAICS Industries: Other Activities Related to Real Estate (NAICS 531390)
1. Lower-Bound Estimate of Size of the GDIS Based on Size of Selected Firms Active in the GDIS

Table 3 lists the companies identified as relatively intensive users of Government data, along with their revenues. We use the revenues of these firms as the basis of the lower bound estimate of GDIS revenues. The sources of revenues estimates for these firms were Gale Business Insights and OneSource by InfoGroup. Although this list is far from complete, it is useful to the extent that it identifies revenues attributable to some businesses that create and sell products using Government data, and thus it represents a lower-bound estimate of the value of Government data as a commercial input.

It is important to note that, even if Table 3 were a complete list of GDIS firms, their total revenues can only be a rough estimate of the value of Government data. The wide variation in the intensity with which companies use Government data to produce other goods and services presents another difficult challenge to estimating the value of the Government data they use as an input. For a handful of value-added re-packagers, the bulk of their activities may be so closely associated with the use of Government data that it is almost incontrovertible that most of their revenues are a reflection of the value of Government data. For other firms, the picture is less clear—Government data is an input into their production processes (either directly or indirectly via re-packagers and brokers), but the extent to which that is the case is unclear. Moreover, there are government-supported and non-profit entities, such as the National Bureau of Economic Research and the Minnesota Population Center, that provide similar services for free. Nonetheless, the revenues of firms that are relatively intensive users of Government data reflect, at least to some extent, the commercial value of the Government data they use. While future work may provide more refined estimates, these initial estimates at least illustrate the important point that the Nation’s investment in Government data is small relative to the revenues of the firms that rely on the data to produce goods and services for economic investors.

20 We also considered the NAICS industry codes that these two databases reported for each company, but we did not find them to be accurate based on the companies’ own descriptions of their activities on their websites.
### Table 3: Revenues and Employment of Firms in the Government Data-Intensive Sector

<table>
<thead>
<tr>
<th>Company</th>
<th>Listed/Unlisted/Subsidiary</th>
<th>Revenues</th>
<th>Employment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acxiom</td>
<td>L</td>
<td>$954,464,000</td>
<td>6,300</td>
</tr>
<tr>
<td>Bloomberg</td>
<td>U</td>
<td>7,560,000,000</td>
<td>15,000</td>
</tr>
<tr>
<td>ESRI</td>
<td>U</td>
<td>1,030,470,000</td>
<td>2,900</td>
</tr>
<tr>
<td>Gallup</td>
<td>U</td>
<td>121,185,000</td>
<td>2,700</td>
</tr>
<tr>
<td>Geolytics</td>
<td>U</td>
<td>4,400,000</td>
<td>10</td>
</tr>
<tr>
<td>GreatSchools</td>
<td>U</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Haver Analytics</td>
<td>U</td>
<td>11,000,000</td>
<td>51</td>
</tr>
<tr>
<td>IHS Global</td>
<td>L</td>
<td>1,530,000,000</td>
<td>6,000</td>
</tr>
<tr>
<td>MapQuest</td>
<td>S</td>
<td>45,210,000</td>
<td>126</td>
</tr>
<tr>
<td>Nielsen, Co.</td>
<td>L</td>
<td>5,407,000,000</td>
<td>40,000</td>
</tr>
<tr>
<td>Thomson Reuters Financial &amp; Risk Division</td>
<td>L (Canada)</td>
<td>7,193,000,000</td>
<td>20,700</td>
</tr>
<tr>
<td>Trulia</td>
<td>L</td>
<td>68,085,000</td>
<td>519</td>
</tr>
<tr>
<td>Zillow</td>
<td>L</td>
<td>203,400,000</td>
<td>560</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td></td>
<td><strong>$24,128,214,000</strong></td>
<td><strong>94,866</strong></td>
</tr>
</tbody>
</table>

*Notes: Data are for 2012 except for Bloomberg (2011) and Geolytics (2010).*

*Sources:*
- Gale Business Insights: ESRI, Bloomberg, Geolytics
- OneSource (Infogroup): Haver, Mapquest, Gallup, IHS, Trulia, Zillow.
- Annual Reports: Acxiom, Nielsen, Thompson Reuters.
2. Upper-Bound Estimate of the Size of the GDIS Based on the Size of Government-Data-Intensive Industries

Using the industry classification of each company in Table 3, we identify industries to include in the GDIS sector. Table 4 lists those industries (by 6-digit NAICS code) and their size, based on Census Bureau estimates of the revenues of employer firms in these industries.

Table 4: Revenues of Government Data-Intensive Sector (GDIS) by Industry

<table>
<thead>
<tr>
<th>NAICS Code</th>
<th>Industry Name</th>
<th>2012 Revenues ($billions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>519110</td>
<td>News Syndicates</td>
<td>$2.3</td>
</tr>
<tr>
<td>519130</td>
<td>Internet Publishing and Broadcasting and Web Search</td>
<td>57.5</td>
</tr>
<tr>
<td>531390</td>
<td>Other Activities Related to Real Estate</td>
<td>12.0</td>
</tr>
<tr>
<td>54161</td>
<td>Management Consulting Services(^{21})</td>
<td>131.7</td>
</tr>
<tr>
<td>541910</td>
<td>Marketing Research and Public Opinion Polling</td>
<td>17.3</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>$220.8</strong></td>
</tr>
</tbody>
</table>

Source of revenues data: U.S. Census Bureau. 2013d. Revenues are for employer firms only.

It is important to note that there is no bright line that separates the NAICS codes that compose the GDIS from the rest of the economy.\(^{22}\) An alternative approach to defining the GDIS has been taken by the Open Data 500 project, which is "the first comprehensive study of U.S. companies that use open Government data to generate new business and develop new products and services" and conducted by the GovLab at New York University. Open Data 500 has compiled a list of 500 U.S. firms and organizations that use Government data based on the Open Data 500's outreach, expert advice, and research (Open Data 500, 2014). In many cases, the 17 company categories used by Open Data 500 also do not neatly map to a well-defined list of NAICS codes.\(^{23}\) Moreover, in both our GDIS classification system and that of Open Data 500, it is difficult to determine precisely the intensity with which certain firms or industries use Government data. Undoubtedly there are some firms in the GDIS that do not use Government data, while there are others that do use Government data at least to some degree but are classified in industries that

\(^{21}\) NAICS code 54161 includes these industries (for which we don’t have separate revenue estimates):
- 541611 Administrative Management and General Management Consulting Services
- 541612 Human Resources Consulting Services
- 541613 Marketing Consulting Services
- 541614 Process, Physical Distribution, and Logistics Consulting Services
- 541618 Other Management Consulting Services

\(^{22}\) Note that there are no official NAICS codes for GDIS or any set of other data-driven industries for that matter. For example, a Government Accountability Office report on “information resellers,” which are “companies with a primary line of business of collecting, aggregating, and selling personal information to third parties” notes that there is no well-defined NAICS code for such companies (U.S. Government Accountability Office, 2013 pp. 4-5).

\(^{23}\) The categories of companies used by Open Data 500 are:
- Aerospace and Defense
- Business & Legal Services
- Data/Technology
- Education
- Energy
- Environment and Weather
- Finance & Investment
- Food & Agriculture
- Geospatial/Mapping
- Governance
- Healthcare
- Housing/Real Estate
- Insurance
- Lifestyle & Consumer
- Research & Consulting
- Scientific Research
- Transportation
are excluded from our definition of the GDIS. Other attempts to estimate the size of other data-intensive sectors such as the economic impact of the “geo-services sector” (Oxera 2013) or the size of the “data-driven marketing economy” (Deighton and Johnson 2013) also encountered challenges in parsing these sectors from the rest of the economy.

Nevertheless, even given the caveats to the estimates in Tables 3 and 4, they provide a rough order of magnitude of the size of the Government data-intensive sector. The lower-bound estimate, based on a very short and incomplete list of firms that rely on Government data, suggests that Government data helps private sector firms generate revenues of at least $24 billion annually. The upper-bound estimate suggests that GDIS industries generate revenues of $221 billion. While there is clearly a large range of the estimate of the commercial value of Government data as measured in terms of the GDIS, the important conclusion is that Government data supports an important sector of the economy that itself supports myriad business investment decisions across the globe.
V. Conclusion

Historically, data collection and dissemination have been the purview of Government. Information, including statistics about the Nation’s economy and people, has been considered a public good. Therefore, providing such information was seen as an appropriate function of Government, helping to ensure that the optimal quantity and quality of data would be produced.

Focusing on Federal statistical data in particular, this report outlines evidence to suggest that Government data provides important information that could not or would not be produced otherwise. Given the market failures that are likely to occur in the private production of information, Government data production results in more information than would otherwise be available. Moreover, the high quality of Federal statistical data—as summarized by its comprehensiveness, consistency, confidentiality, credibility, relevance, and accessibility—results in better information than would otherwise be available. This information supports decision makers throughout the Nation, including individuals, businesses, other institutions, and governments at every level.

Government data and private data are complementary. The high quality of Government data enhances the value of private sector data by providing the benchmark that lends context and validity to private sector data. In addition, the private sector uses Government data to create new products and services in a wide range of industries. While its commercial value represents only one aspect of the value of Government data, it nonetheless provides a sense of the importance of Government data in the economy. This report estimates the commercial value of Government data using a rough estimate of the size of the Government data-intensive sector (GDIS)—the private industries that rely on Government data as a critical input to the goods and services they produce. It highlights specific examples of how firms in GDIS industries create value using Government data, including Federal statistics.

The value of the Nation’s investment in Government data lies in the usefulness of the data in improving the countless decisions it supports, either directly or indirectly through the products and services of the private industries that rely on Government data. Estimating this value would require counter-factual evidence about the decisions that would be made without Government data. Such evidence is currently not available but represents a promising area of research.
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Appendix I: Definitions of Terms Used

**Administrative Data** - Information collected and used by program, administrative, and regulatory agencies and not originally intended to be used for statistical purposes.

**Analysts** - GDIS firms that analyze Government data directly or indirectly, using third-party data products to create products for other firms.

**Benchmarkers** - GDIS firms that create statistics or other data products using non-Government data, but use Government data as a reference and standard with which to adjust or weight or test the validity of their products.

**Data Brokers** - GDIS firms that compile Government data (and sometimes proprietary private sector data) from around the world and add value by aggregating, integrating, and facilitation access to and analysis of the data. These firms sell access to the resulting repackaged data and often provide analysis of the data and even news reporting on the data. In other words, these firms may be vertically integrated GDIS firms.

**Government Data** - A diverse set of Federal Government information and data products, including

- *Information published by Government agencies for statistical purposes.* Such information is compiled from raw data collected directly from individuals, households, businesses, other organizations, and governments. The information may also be indirectly compiled from Government administrative sources, private sector data sources, and other sources. The data may be summarized in tabulations by statistical agencies to describe specific characteristics of groups of persons, businesses, or other entities. The agencies make such information available for use by other Government agencies and the general public to inform decision making, in program analysis and evaluation, and research.

- *Information in Government administrative records on individuals and businesses.* Examples include publicly available data about private sector company-sponsored retirement plans reported to the Labor Department on Form 5500; Securities and Exchange Commission filings; Government contracts data; real estate appraisal records; and voter registration rolls. Historically, a Federal Freedom of Information Act request has often been required to make much of this category of information public, but recent “open data” efforts have aimed to make such information more easily accessible. However, much data remains strictly confidential, such as tax return data collected by the Internal Revenue Service or Social Security Administration data.

- *Physical measurements by Government agencies of natural phenomena.* Examples include weather and climate data such as local temperature readings collected by the National Weather Service of the National Oceanic and Atmospheric Administration Global Positioning System data; and measurements of the characteristics of elements and molecules collected and published by the National Institute for Standards and Technology Physical Measurement Laboratory.

**Government data-intensive sector (GDIS)** - The ecosystem of firms that rely heavily on Government data as a key input to their production processes for providing services to households, governments, and firms inside and outside of the GDIS. These firms consist of firms in NAICS industry codes defined in Appendix II.
**North American Industry Classification System (NAICS)** - The standard used by Federal statistical agencies in classifying business establishments for the purpose of collecting, analyzing, and publishing statistical data related to the U.S. business economy. Each industry is assigned a six-digit numeric code; industry sectors at varying levels of aggregation consist of industries sharing the same first two or more digits in their NAICS codes (http://www.census.gov/eos/www/naics/).

**Principal Federal Statistical Agencies** - Thirteen agencies whose main activities are the collection, compilation, processing or analysis of information for statistical purposes. For most, funding appears as a separate line item in the President’s Budget.

**Public Good** - A good or service that is non-rival and non-excludable.

**Value-Added Repackagers** - GDIS firms that aggregate Government data from many different U.S. Government agencies, private-sector firms, other governments, and international organizations within a single application. The application adds value to the data by providing easy-to-use interfaces with the data and possibly the capability for users to create charts and tables and switch periodicity easily (for example, switch between monthly, quarterly, and annual series). Furthermore, there are synergies in using data from multiple sources, which is another way these companies add value. These companies often splice together time series for which the original source had a break in methodology, thus creating long time series that have value even if they do not meet rigorous statistical agency standards.
### Appendix II: Definitions of Government-Data-Intensive Industries

<table>
<thead>
<tr>
<th>NAICS Code</th>
<th>Industry Name</th>
<th>Industry Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>519110</td>
<td>News Syndicates</td>
<td>This industry comprises establishments primarily engaged in supplying information, such as news reports, articles, pictures, and features, to the news media.</td>
</tr>
<tr>
<td>519130</td>
<td>Internet Publishing and Broadcasting and Web Search</td>
<td>This industry comprises establishments primarily engaged in 1) publishing and/or broadcasting content on the Internet exclusively or 2) operating Web sites that use a search engine to generate and maintain extensive databases of Internet addresses and content in an easily searchable format (and known as Web search portals). The publishing and broadcasting establishments in this industry do not provide traditional (non-Internet) versions of the content that they publish or broadcast. They provide textual, audio, and/or video content of general or specific interest on the Internet exclusively. Establishments known as Web search portals often provide additional Internet services, such as e-mail, connections to other web sites, auctions, news, and other limited content, and serve as a home base for Internet users.</td>
</tr>
<tr>
<td>531390</td>
<td>Other Activities Related to Real Estate</td>
<td>This industry comprises establishments primarily engaged in performing real estate related services (except lessors of real estate, offices of real estate agents and brokers, real estate property managers, and offices of real estate appraisers).</td>
</tr>
<tr>
<td>541611</td>
<td>Administrative Management and General Management Consulting Services</td>
<td>This industry comprises establishments primarily engaged in providing operating advice and assistance to businesses and other organizations on administrative management issues, such as financial planning and budgeting, equity and asset management, records management, office planning, strategic and organizational planning, site selection, new business startup, and business process improvement. This industry also includes establishments of general management consultants that provide a full range of services, such as administrative; human resource; marketing; process, physical distribution, and logistics; or other management consulting services to clients.</td>
</tr>
<tr>
<td>541612</td>
<td>Human Resources Consulting Services</td>
<td>This industry comprises establishments primarily engaged in providing advice and assistance to businesses and other organizations in one or more of the following areas: (1) human resource and personnel policies, practices, and procedures; (2) employee benefits planning, communication, and administration; (3) compensation systems planning; and (4) wage and salary administration.</td>
</tr>
<tr>
<td>Industry Code</td>
<td>Industry Description</td>
<td>Description</td>
</tr>
<tr>
<td>---------------</td>
<td>----------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>541613</td>
<td>Marketing Consulting Services</td>
<td>This industry comprises establishments primarily engaged in providing operating advice and assistance to businesses and other organizations on marketing issues, such as developing marketing objectives and policies, sales forecasting, new product developing and pricing, licensing and franchise planning, and marketing planning and strategy.</td>
</tr>
<tr>
<td>541614</td>
<td>Process, Physical Distribution, and Logistics Consulting Services</td>
<td>This industry comprises establishments primarily engaged in providing operating advice and assistance to businesses and other organizations in areas, such as: (1) manufacturing operations improvement; (2) productivity improvement; (3) production planning and control; (4) quality assurance and quality control; (5) inventory management; (6) distribution networks; (7) warehouse use, operations, and utilization; (8) transportation and shipment of goods and materials; and (9) materials management and handling.</td>
</tr>
<tr>
<td>541618</td>
<td>Other Management Consulting Services</td>
<td>This industry comprises establishments primarily engaged in providing management consulting services (except administrative and general management consulting; human resources consulting; marketing consulting; or process, physical distribution, and logistics consulting). Establishments providing telecommunications or utilities management consulting services are included in this industry.</td>
</tr>
<tr>
<td>541690</td>
<td>Other Scientific and Technical Consulting Services</td>
<td>This industry comprises establishments primarily engaged in providing advice and assistance to businesses and other organizations on scientific and technical issues (except environmental).</td>
</tr>
<tr>
<td>541910</td>
<td>Marketing Research and Public Opinion Polling</td>
<td>This industry comprises establishments primarily engaged in systematically gathering, recording, tabulating, and presenting marketing and public opinion data.</td>
</tr>
</tbody>
</table>