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Executive Summary 

This document provides a reference architecture for deploying Microsoft SQL Server 2014 AlwaysOn 
Availability Groups on a Pure Storage FlashArray. This document includes step-by-step guidance on deploying 
a primary and disaster recovery site for high availability. 

The primary site is based on a Windows Server Failover Cluster that will be used with a Microsoft SQL Server 
2014 AlwaysOn Availability Group with two physical server nodes for the primary replica and secondary 
replica. Two virtualized Windows Server 2012 R2 nodes based on VMware ESX 5.5 will be created for two 
additional secondary replicas. The disaster recovery site is based on a Windows Server Failover Cluster to 
create a highly available Hyper-V instance for a SQL Server 2014 stand-alone server.  

The primary site will use Pure Storage FlashRecover Replication to replicate the AlwaysOn Availability Group 
data volumes to the disaster recovery site to be used with the SQL Server 2014 stand-alone server. 
FlashRecover replication can easily replicate data volumes and maintain data synchronization based on a 
configurable schedule. 

This reference architecture has been validated against: 

¶ Microsoft Windows Server 2012 R2, Data Center Edition (64-bit) 

¶ Microsoft SQL Server 2014 Enterprise (64-bit) 

¶ Microsoft Hyper-V Failover Cluster 

¶ VMware ESX 5.5  

¶ Pure Storage FlashArray 420 (FA-420) 

¶ Pure Storage FlashArray 405 (FA-405) 

¶ Purity Operating Environment 4.0.x 

¶ Windows PowerShell 5.0 (November Preview) 

¶ Pure Storage PowerShell Toolkit 2.0 

Before we begin diving into the setup details it is important to have a foundation on how SQL Server 
AlwaysOn works and the different models that are supported. Microsoft SQL Server 2012 and 2014 supports 
two different clustering models.  The first is AlwaysOn Failover Cluster Instance (FCI).  An AlwaysOn FCI 
provides server hardware fault tolerance and is equivalent to Microsoft SQL clustering provided by earlier 
versions of Microsoft SQL Server. FCI provides automatic failover to the other nodes in the cluster if there is a 
hardware, service or other system failures. 

The second is AlwaysOn Availability Groups.  AlwaysOn Availability Groups provide synchronous and 
asynchronous replication between servers in a Windows Failover Cluster.  AlwaysOn Availability Groups can 
provide server fault tolerance, storage fault tolerance, and automated load distribution.  AlwaysOn Availability 
Groups require a minimum of Microsoft SQL Server 2012 Enterprise Edition, this paper uses Microsoft SQL 
Server 2014 Enterprise Edition. 
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To participate in AlwaysOn Availability Groups or AlwaysOn Failover Cluster Instances, the servers on which 
Microsoft SQL Server 2012 are installed must be part of the same Windows Failover Cluster. 

AlwaysOn Availability Groups allow two (2) database instances installed on different physical servers to 
replicate synchronously or asynchronously. Microsoft SQL Server 2012 supports a single primary replica and 
one to four secondary replicas; SQL Server 2014 supports up to eight secondary replicas.  During normal 
operations, one instance will be read-write, and the other will be read-only.  If the read-write node fails, the 
read-write functionality will automatically transfer to the read-only instance.  Transactions which write to the 
database will only be acknowledged as completed when the transaction has been written to both instances.  
The read-only instance can be used for read-only transactions, thus reducing the load on the read-write 
instance.  Microsoft SQL Server 2012/2014 can automatically direct read-only transactions to the read-only 
instance of the database.  As a best practice, Microsoft SQL should handle this load balancing.  Manually 
configuring clients to connect to only one database instance is not a best practice and is not recommended. 

 

Goals and Objectives 

A key tenet with Pure Storage FlashArray is the simplicity of management and this document is intended to 
demonstrate how easily Microsoft SQL Server 2014 AlwaysOn Availability Groups can be deployed and 
managed on a Pure Storage FlashArray. In addition to deploying AlwaysOn we will cover how easy it is to 
setup and manage Pure Storage FlashRecover Replication. We will explore how the AlwaysOn Availability 
Group can be replicated over to a secondary Pure Storage FlashArray and used within a Microsoft Hyper-V 
Failover Cluster with SQL Server 2014.  Additionally as part of the setup and deployment of SQL Server 
AlwaysOn we will use Pure Storage FlashRecover snapshots to rapidly seed the secondary replicas. Leveraging 
FlashRecover snapshots provides a considerable savings in time for initial data synchronization to the 
secondary replicas and save on network traffic. 

 

Audience 

This document is intended for Database Administrators (DBAs), Storage Administrators, System 
Administrators and anybody who wants to deploy a (1) Microsoft SQL Server AlwaysOn solution and (2) a 
Microsoft Hyper-V Failover Cluster on a Pure Storage FlashArray. This is a technical document that assumes a 
working knowledge of Windows Server 2012 R2, Microsoft Hyper-V, Windows Server Failover Clustering 
Windows PowerShell and familiarity with storage provisioning and networking. These are not prerequisites to 
reviewing this document but are highly recommended to understand all of the different components.  

 

Summary of Findings 

This reference architecture can be treated as a building block on how to deploy a highly available solution for 
SQL Server AlwaysOn Availability Groups and a Microsoft Hyper-V failover cluster. There are a lot of different 
components to the solution outlined in this paper and can be used together as this paper illustrates or only 
certain elements used in your environment.  
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The deployment of this reference architecture covers two different sites that comprise a primary site that is 
used for day to day operations and a disaster recovery (DR) site which can be used DR or other purposes (Eg. 
Dev/Test). The primary site contains a Windows Server 2012 R2 Failover Cluster with two physical and two 
virtual hosts. These cluster nodes make up all of the members for a SQL Server 2014 Availability Group. All of 
the operational work taking place on the primary site is served by a Pure Storage FA-420. The DR site contains 
a two node Windows Server 2012 R2 Failover Cluster which uses a Clustered Shared Volume (CSV) for highly-
available Hyper-V virtual machines instances. The workloads in DR are supported by a Pure Storage FA-405. 
The primary site and the DR site are connected through Pure Storage FlashRecover Replication. All of these 
components are visualized in Figure 1. 

Figure 1. Primary and Disaster Recovery sites. 

The business advantages of the core technologies used in this reference architecture are described below. 

¶ AlwaysOn Availability Groups provide a quick and easy method to scaling-out SQL Server to 
accommodate a multitude of workloads. Part of the process for setting up AlwaysOn is the need to 
άǎŜŜŘέ ǘƘŜ ǎŜŎƻƴŘŀǊȅ ǊŜǇƭƛŎŀǎ ŦǊƻƳ ǘƘŜ ǇǊƛƳŀǊy replica. Using Pure Storage FlashRecover it is possible 
to seed all of the secondary replicas without incurring all of the network bandwidth and host penalties 
that host based copy processing can cause. Another advantage of AlwaysOn Availability Groups 
compared to database mirroring is that there can be a maximum of two synchronous replicas versus 
with database mirroring DBAs were forced to use either high-safety mode (synchronous) or high-
performance mode (asynchronous). AlwaysOn allows for a best of both worlds scalable architecture. 

¶ The use of Windows Server Failover Clustering with SQL AlwaysOn Availability Groups in the primary 
site is greatly simplified without the need for Clustered Shared Volumes (Shared Storage). With the 
use of Pure Storage FlashRecover snapshots of a SQL Server backup volume it provides a rapid seeding 
of each secondary replica without relying on host-to-host copy data synchronization of files. 
Additionally, once the secondary replicas have been seeded and joined to the Availability Group the 
ability to use a secondary replica as a backup instance is extremely beneficial for the primary replicas 
performance.  
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¶ The disaster recovery site uses a Clustered Shared Volume (CSV) and Pass-Through Disks allows for 
creating a highly available Hyper-V virtual machines and attached directly to the Pure Storage volumes 
for optimal performance. Not needing to use a CSV eliminates IO redirection issues through the 
Owner Node.  

¶ Paired use of Pure Storage FlashRecover Replication with the previously mentioned benefits of highly 
available Hyper-V virtual machines allows for primary to disaster recovery sites to replicate specific 
volumes, hosts or host groups and have limited downtime.  

¶ Finally, the ability to setup this solution using Windows PowerShell with the new Pure Storage 
PowerShell Toolkit 2.0 and the support through cmdlets for Windows Server Failover Clustering, 
Hyper-V and SQL Server provides a tremendous automation framework for repeatable and rapid 
deployments. Please refer to Appendix I: Install Pure Storage PowerShell Toolkit 2.0. 

There is an incredible amount of detail covered in this paper that can be used in many different ways to help a 
business achieve new levels of availability and Service Level Agreements (SLAs). Before we begin walking 
through deployment steps it is important to understand the basic capabilities that the Pure Storage All-Flash 
platform provides.  

 

Pure Storage Introduction 

Pure Storage is the leading all-flash enterprise array vendor, committed to enabling companies of all sizes to 
transform their businesses with flash. 

Built on 100% MLC flash, Pure Storage FlashArray delivers all-flash enterprise storage that is 10X faster, more 
space and power efficient, more reliable, and infinitely simpler, and yet typically cost less than traditional 
performance disk arrays. 

Pure Storage FlashArray FA-400 Series is ideal for: 

Accelerating Databases and Applications 

Speed transactions by 10x with consistent low latency, enable online data analytics across wide datasets, and 
mix production, analytics, dev/test, and backup workloads without fear.  

FA-405

FA-420
FA-450
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Virtualizing and Consolidating Workloads 

Easily accommodate the most IO-hungry Tier 1 workloads, increase consolidation rates (thereby reducing 
servers), simplify VI administration, and accelerate common administrative tasks.  

Delivering the Ultimate Virtual Desktop Experience 

Support demanding users with better performance than physical desktops, scale without disruption from pilot 
ǘƻ ҔмлллΩǎ ƻŦ ǳǎŜǊǎΦ  

Protecting and Recovering Vital Data Assets 

Provide an always-on protection for business-critical data, maintain performance even under failure 
conditions, and recover instantly with FlashRecover.  

Pure Storage FlashArray sets the benchmark for all-flash enterprise storage arrays. It delivers: 

Consistent Performance 

FlashArray delivers consistent <1ms average latency. Performance is optimized for the real-world applications 
workloads that are dominated by IO sizes of 32K or larger vs. 4K/8K hero performance benchmarks. Full 
performance is maintained even under failures/updates. 

Less Cost than Disk 

Inline de-duplication and compression deliver 5 ς 10x space savings across broad set of IO workloads including 
Databases, Virtual Machines and Virtual Desktop Infrastructure.   

Mission-critical Resiliency 

FlashArray delivers >99.999% proven availability, as measured across the Pure Storage installed base and does 
so with non-disruptive everything without performance impact. 

Disaster Recovery Built-In 

FlashArray offers native, fully integrated, data reduction-optimized backup and disaster recovery at no 
additional cost. Setup disaster recovery with policy-based automation within minutes. And, recover instantly 
from local, space-efficient snapshots or remote replicas.  

Simplicity Built-In 

FlashArray offers game-changing management simplicity that makes storage installation, configuration, 
provisioning and migration a snap. No more managing performance, RAID, tiers or caching. Achieve optimal 
application performance without any tuning at any layer. Manage the FlashArray the way you like it: Web-
based GUI, CLI, VMware vCenter, Rest API, or OpenStack. 

Pure Storage FlashArray FA-400 Series includes FA-405, FA-420, and FA-450. A FlashArray is available for any 
application and any budget!  

http://www.purestorage.com/flash-array/performance.html
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Table 1. Pure Storage FlashArray 400 Series Specifications. 

Start Small and Grow Online 

FlashArray scales from smaller workloads to data center-wide consolidation. And because upgrading 
performance and capacity on the FlashArray is always non-disruptive, you can start small and grow without 
impacting mission-critical applications. Coupled with Forever Flash, a new business model for storage 
acquisition and lifecycles, FlashArray provides a simple and economical approach to evolutionary storage that 
extends the useful life of an array and does away with the incumbent storage vendor practices of forklift 
upgrades and maintenance extortion.   

  

http://www.purestorage.com/forever/
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Configuration Overview 

The following section describes the different components and configurations for the primary and disaster 
recovery sites. Figure 2 illustrates the hardware configuration. There are two additional servers (hosts) that 
are not displayed in the Figure 2 diagram that represent the VMware ESX cluster. These hosts are connected 
to the FA-420 and FA-405 via the SAN switch represented in the diagram.  

Figure 2. Component connectivity. 

The focus of this paper is to show the configuration steps necessary to setup a Windows Failover Clusters, SQL 
Server AlwaysOn, Hyper-V failover cluster and FlashRecover Replication. This paper will not cover any details 
related to configuration of VMware ESX or vSphere, please refer to the Pure Storage and VMware vSphere 
Best Practices Guide for specific guidance. We will also not be covering any of the physical servers (hosts) 
setup or switch zoning, please refer to the specific hardware documentation for configuration. 
 

Pure Storage FlashArray FA-420 

The FlashArray FA-420 configuration comprised of two active/active controllers and two shelves of 5.5TB of 
raw flash memory for a total of 11TB of raw storage. Four Fibre Channel ports per controller were connected 
to one Cisco MDS 9148 8Gb SAN switches in a highly redundant configuration as shown in Figure 2. There are 

http://info.purestorage.com/WP-PureStorageandVMwarevSphereBestPracticesGuide_Request.html
http://info.purestorage.com/WP-PureStorageandVMwarevSphereBestPracticesGuide_Request.html
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two additional servers (hosts) that are not displayed in the diagram that represent the VMware ESX cluster. 
These hosts are connected to the FA-420 and FA-405 via the SAN switch represented in the diagram. Table 2 
below describes the specifications of the FlashArray FA-420. 

Component Description 

Controllers Two active/active controllers which provided highly redundant SAS connectivity (24Gb) to 
two shelves and were interconnected for HA via two redundant InfiniBand connections 
(56Gb). 

Shelves Two flash memory shelves with 22 SSD drives, 22 X 256 GB or a total raw capacity of 11TB 
(10.3 TiB) and two NVRAM modules for a total of 24 slots in each shelf. 

External 
Connectivity 

Four 8Gb Fibre Channel ports per controller, total of eight ports for two controllers. 

Management 
Ports 

Two redundant 1 Gb Ethernet management ports per controller. Three management IP 
addresses are required to configure the array, one for each controller management port and 
a third one for virtual port IP address for seamless management access.  

Power Dual power supply rated at 400W per controller and 200W per storage shelf. 

Space The entire FA-420 system was hosted on eight rack units (8 RU) space (2 RU for each 
controller and 2 RU for each flash memory shelf). This configuration could easily scale to four 
shelves and 3X the capacity discussed in the test system used. 

Table 2. Pure Storage FlashArray FA-420 specifications 

There was no special configuration or tuning done on the FlashArray; we do not recommend any special 
tunable variables as the system is designed to perform out of the box. 

Pure Storage FlashArray FA-405 

The FlashArray FA-405 configuration comprised of two active/active controllers and a single shelf of 5.5TB of 
raw flash memory storage. Two Fibre Channel ports per controller were connected to one Cisco MDS 9148 
8Gb SAN switches in a highly redundant configuration as shown in Figure 2. Table 3 below describes the 
specifications of the FlashArray FA-420. 
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Component Description 

Controllers Two active/active controllers which provided highly redundant SAS connectivity (24Gb) to 
two shelves and were interconnected for HA via two redundant InfiniBand connections 
(56Gb). 

Shelves One flash memory shelf with 22 SSD drives, 22 X 256 GB or a total raw capacity of 5.5TB 
(10.3 TiB) and two NVRAM modules for a total of 24 slots in each shelf. 

External 
Connectivity 

Two 8Gb Fibre Channel ports per controller, total of four ports for two controllers.  

Management 
Ports 

Two redundant 1 Gb Ethernet management ports per controller. Three management IP 
addresses are required to configure the array, one for each controller management port and 
a third one for virtual port IP address for seamless management access.  

Power Dual power supply rated at 300W per controller and 200W per storage shelf. 

Space The entire FA-405 system was hosted on four rack units (4 RU) space (2 RU for the controller 
and 2 RU for the flash memory shelf). 

Table 3. Pure Storage FlashArray FA-405 specifications 

There was no special configuration or tuning done on the FlashArray; we do not recommend any special 
tunable variables as the system is designed to perform out of the box. 

 
Primary Site Physical Server Configuration 

Four Dell PowerEdge R720xd servers were deployed for hosting the following: 

¶ Two servers for hosting physical deployments of Microsoft Windows Server 2012 R2 and Microsoft 
SQL Server 2014.  

¶ Two servers for hosting VMware ESX 5.5 for the primary site virtualized Windows Server 2012 R2 and 
SQL Server 2014 instances.  
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Each of the serverΩǎ Řǳŀƭ I.! ǇƻǊǘǎ ǿŜǊŜ ŎƻƴƴŜŎǘŜŘ ǘƻ ǘǿƻ /ƛǎŎƻ a5{ фмпу ǎǿƛǘŎƘŜǎ ŦƻǊ ǳǇǎǘǊŜŀƳ 
connectivity to access the Pure Storage FlashArray FA-420. The server configuration is described in the Table 
4. 

Component Description 

Processor 2 Intel® Xeon® CPU E5-2697 v2 @ 2.70GHz, 2700 Mhz, 12 Core(s), 24 Logical 

Memory 256GB 

HBA 2 QLogic (QLE2562) 8 Gbps Fibre /ƘŀƴƴŜƭ I.!Ωǎ όн ǇƻǊǘǎ ŜŀŎƘύ 

NIC Intel(R) Gigabit 4P X520/I350 rNDC 

BIOS Dell Inc. 2.1.3, 11/20/2013; SMBIOS 2.7 

OS Microsoft Windows Server 2012 R2 Datacenter, Version 6.3.9600 Build 9600 
(x64) 

Table 4. Dell R720xd host configuration 

 

Disaster Recovery Site Physical Server Configuration 

The disaster recovery site consists of two American Megatrends (AMI) servers deployed for hosting a 
Microsoft Windows Server 2012 R2 Failover Cluster and a highly available Hyper-V failover cluster. The 
ǎŜǊǾŜǊΩǎ Řǳŀƭ I.! ǇƻǊǘǎ ǿŜǊŜ ŎƻƴƴŜŎǘŜŘ ǘƻ ǘǿƻ /ƛǎŎƻ a5{ фмпу ǎǿƛǘŎƘŜǎ ŦƻǊ ǳǇǎǘǊŜŀƳ ŎƻƴƴŜŎǘƛǾƛǘȅ ǘƻ ŀŎŎŜǎǎ 
the Pure Storage FlashArray FA-405. The server configuration is described in the Table 5. 

Component Description 

Processor 2 Intel® Xeon® CPU E5645  @ 2.40GHz, 12 Core(s), 24 Logical 
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Memory 96GB 

HBA 2 QLogic (QLE2562) у DōǇǎ CƛōǊŜ /ƘŀƴƴŜƭ I.!Ωǎ όн ǇƻǊǘǎ ŜŀŎƘύ 

NIC Intel(R) 82574L Gigabit (1Gbps) 

BIOS American Megatrends, Inc. HS-1235T-ATX BIOS Version 1.60 

OS Microsoft Windows Server 2012 R2 Datacenter, Version 6.3.9600 Build 9600 
(x64) 

Table 5. American Megatrends Server host configuration 

Now all of the hardware and logical design details are out of the way it is time to begin setting up the primary 
and disaster recovery sites.   

 

Primary Site Step-by-Step Guide 

The primary site in this configuration is the where the main database servers will reside. This configuration 
will use Windows Server Failover Cluster and VMware ESX as the core infrastructure providing physical and 
virtualized SQL Server services respectively. There are some configurations that are assumed to be completed 
prior to starting the step-by-step guides provide below.  

Assumptions: 

1. One Pure Storage FlashArray FA-420 has been installed and configured. 

2. Four physical servers have been installed and configured. Two servers have Windows Server 2012 R2 
deployed and all Windows Server Best Practices for Pure Storage followed. The remaining two servers 
have VMware ESX 5.5 deployed with all Pure Storage best practices followed for VMware. 

3. All four physical servers have been connected through a SAN and networking fabric. 

4. Windows PowerShell 3.0 and the Pure Storage PowerShell Toolkit 2.0 have been installed.  

The primary site setup section describes step-by-step how to configure all of the components for Microsoft 
SQL Server 2014 AlwaysOn with multiple replicas. The following tasks are what we will be performing: 

¶ Creating Host Groups and adding Hosts on the Pure Storage FA-420. 
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¶ Create a Microsoft Windows Server Failover Cluster. 

¶ Create a SQL Server AlwaysOn Availability Group. 

¶ Create a FlashRecover snapshot that will be used to seed the secondary replicas for the AlwaysOn 
Availability Group member servers. 

 

Pure Storage FA-420 Configuration 

Before we can begin creating any of the core infrastructure for the primary site the Pure Storage FA-420 needs 
to be setup with Host Groups and have Hosts connected to those groups. The steps in this section makes the 
assumption that the hardware requirements in the Configuration Overview are the same or similar in your 
environment. If your setup does not meet those requirements modifications will need to be made in order to 
follow the steps.  

Assuming that the physical hosts are connected to the array and configured as in Figure 3 we can create the 
Host Groups that will be used for the ESX and Windows Server Failover Cluster. 

Figure 3. Pure Storage FA-420 Host Connections. 

The Host Group names are MSFT-WSFC-HG and MSFT-ESX-HG. The following PowerShell will create the host 
groups and connect the existing hosts to those groups. This operation can also be performed using the Web 
Management GUI. 
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Import - Module  PureStoragePowerShell   
$PSToken  = Get - PfaApiToken  - FlashArray  MSFT- PURE1 - Username  pureuser  - Password  pureuser  
$PSSession  = Connect - PfaController  - FlashArray  MSFT- PURE1 - API_Token  $PSToken . api_token  
New- PfaHostGroup  - FlashArray  MSFT- PURE1 - Name MSFT- WSFC- HG `  
    - HostList  CYCLOPS, KARMA - Session  $PSSession  
New- PfaHostGroup  - FlashArray  MSFT- PURE1 - Name MSFT- ESX- HG `  
    - HostList  Dell - ESX- 1, Dell - ESX- 2 - Session  $PSSession  

Figure 4 shows the newly created host groups and connected hosts.  

Figure 4. MSFT-ESX-HG and MSFT-WSFC-HG host groups. 

The next step is to create the different volumes that each of the hosts will use. This paper will show how to 
create the volumes for SQL Server data files only. As mentioned earlier details to create and connect the 
volumes required for VMware datastores is out of scope for this paper please refer to the Pure Storage and 
VMware vSphere Best Practices Guide. 

Per the SQL Server 2012 Reference Architecture we will create three volumes to be used by SQL Server 2014; 
SQLSYS and SQLTEMP for system databases and tempdb and ADVWORKS-AG for the AdventureWorks 
Availability Group. This is the volume we will be working with throughout the primary and disaster recovery 
work and replication. This operation can be performed using the GUI as well. 

Import - Module  PureStoragePowerShell  
$PSToken  = Get - PfaApiToken  - FlashArray  MSFT- PURE1 - Username  pureuser  - Password  pureuser  
$PSSession  = Connect - PfaController  - FlashArray  MSFT- PURE1 - API_Token  $PSToken . api_token  
 
New- PfaVolume  - FlashArray  MSFT- PURE1 - Name CYCLOPS- SQLSYS - Size  50G - Session  $PSSession  
New- PfaVolume  - FlashArray  MSFT- PURE1 - Name CYCLOPS- SQLTEMP - Size  1T - Session  $PSSession  
New- PfaVolume  - FlashArray  MSFT- PURE1 - Name CYCLOPS- ADVWORKS- AG - Size  500G `  

- Session  $PSSession  
Connect - PfaHost  - FlashArray  MSFT- PURE1 - Name CYCLOPS - Volume  CYCLOPS- SQSYS `  

- Session  $PSSession  
Connect - PfaHost  - FlashArray  MSFT- PURE1 - Name CYCLOPS - Volume  CYCLOPS- SQLTEMPDB `  

- Session  $PSSession  
Connect - PfaHost  - FlashArray  MSFT- PURE1 - Name CYCLOPS - Volume  ADVWORKS- AG `  

- Session  $PSSession  
New- PfaVolume  - FlashArray  MSFT- PURE1 - Name KARMA- SQLSYS - Size  50G - Session  $PSSession  
New- PfaVolume  - FlashArray  MSFT- PURE1 - Name KARMA- SQLTEMP - Size  1T - Session  $PSSession  
Connect - PfaHost  - FlashArray  MSFT- PURE1 - Name KARMA - Volume  KARMA- SQSYS - Session  $PSSession  
Connect - PfaHost  - FlashArray  MSFT- PURE1 - Name KARMA - Volume  KARMA- SQLTEMPDB `  

- Session  $PSSession  

http://info.purestorage.com/WP-PureStorageandVMwarevSphereBestPracticesGuide_Request.html
http://info.purestorage.com/WP-PureStorageandVMwarevSphereBestPracticesGuide_Request.html
file:///C:/Users/Rob/Box%20Sync/barkz/Projects/Project%2030002%20--%20Microsoft%20SQL%20Server/Project%2030002.4%20--%20SQL%20Server%20HA%20Reference%20Architecture/-%20http:/info.purestorage.com/WP-SQLRefArch_Request.html
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Figure 5 shows the newly created and connected volumes for CYCLOPS.   

Figure 5. New volumes for SQL Server instances on CYCLOPS and KARMA. 

Once the volumes are created rescan the hosts for those volumes to be mounted for Windows Server to see 
and use as shown in Figure 6. 

Register - PfaHostVolumes  - Computername  CYCLOPS 
Register - PfaHostVolumes  - Computername  KARMA 

Figure 6. CYCLOPS volumes formatted and ready for use. 
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Setup Windows Server 2012 R2 

It is assumed that Windows Server 2012 R2 has been installed and configured per the Windows Server Best 
Practice Guide available on the Pure Storage Community site. This would include installing and configuring 
MPIO and all appropriate updates. 

Add required Windows Server Failover Clustering features on both CYCLOPS and KARMA. The cmdlets below 
can be specified to run against other servers without the need to be physically attached. Since the servers 
(hosts) in your environment will not mimic the documented test configuration replace the ðComputerName  
parameter with the appropriate name of servers to installs the features. 

 
Add- WindowsFeature  - Name Failover - Clustering  - ComputerName  CYCLOPS 
Add- WindowsFeature  - Name RSAT- Clustering - Mgmt - ComputerName  CYCLOPS 
Add- WindowsFeature  - Name RSAT- Clustering - PowerShell  - ComputerName  CYCLOPS 
Add- WindowsFeature  - Name RSAT- Clustering - AutomationServer  - ComputerName  CYCLOPS 
Add- WindowsFeature  - Name RSAT- Clustering - CmdInterface  - ComputerName  CYCLOPS 

Figure 7. Failover Clustering features installed on CYCLOPS and KARMA. 

Add Windows features that are required for Microsoft SQL Server 2014: 

Add- WindowsFeature  ðName NET- Framework - Features  

This concludes the basic for the Windows Server Failover Cluster (WSFC) features prerequisitesΦ bƻǿ ƭŜǘΩǎ 
configure the WSFC. 
 

Setup Windows Server Failover Cluster (WSFC) 

Before creating a new cluster ensure both nodes of the cluster are at equivalent software update levels using 
Windows Update. If they are not this error will turn up in the Validation Configuration report.  

http://community.purestorage.com/t5/Pure-Customer-Knowledge-Base/Windows-Server-Best-Practices/ta-p/166
http://community.purestorage.com/t5/Pure-Customer-Knowledge-Base/Windows-Server-Best-Practices/ta-p/166
http://community.purestorage.com/t5/Pure-Customer-Knowledge-Base/Windows-Configuration-Configuring-MPIO-amp-Adding-LUNs-to/ta-p/202
http://community.purestorage.com/t5/Pure-Customer-Knowledge-Base/Windows-Configuration-Configuring-MPIO-amp-Adding-LUNs-to/ta-p/202
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The cluster Validation Configuration report may show a warning about not having a quorum disk. This 
can be ignored for now, however either a shared disk or file share witness is recommended for WSFC 
quorum, especially if the cluster contains an even number of nodes. 

 
Setting up a WSFC for use with Microsoft SQL Server 2014 AlwaysOn is quite simple, no shared storage is 
required so we can skip adding any storage to this cluster. You will notice the ðNoStorage  parameter which 
means the cluster will be created with the two hosts, assigned and IP address and brought online.  

 
New- Cluster  - Name PURE- FC1 - Node CYCLOPS, KARMA - StaticAddress  10.21.8.53  - NoStorage  

Figure 8 shows all of the SQL Server nodes of the WSFC. The SQL-REPLICA3 and 4 are running on VMware 
virtual machines hosted on vSphere 5.5. These nodes were added using the Add- ClusterNode  cmdlet. 

Figure 8. Primary site Failover Cluster Manager. 
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Setup Microsoft SQL Server 2014 AlwaysOn Availability Group 

As mentioned earlier understanding the details for installing SQL Server is covered in the SQL Server 2012 
Reference Architecture and should be referred to for all basic setup and best practices. This section will solely 
focus on configuring and deploying a SQL Server AlwaysOn Availability Group.  

There are four basic steps to setting up an AlwaysOn Availability Group: 

1. Add the Failover Clustering feature to each Windows Server (completed!) 

2. Create a Windows Failover Cluster (completed!) 

3. Enable AlwaysOn High Availability Group feature for each SQL Server. 

4. Create an Availability Group 

SQL Server 2014 has been configured in the environment and there are several Microsoft  AdvenutreWorks 
databases (AdventureWorks2014, AdventureWorksLegal, AdventureWorksHR, AdventureWorksFinance) 
attached to the CYCLOPS default instance as shown in Figure 9. All of these databases will be part of an 
AlwaysOn Availability Group. Not shown but an important point is that all of the AdventureWorks databases 
reside on A:\ADVWORKS. The importance of this detail will become apparent further into the configuration 
steps. 

Figure 9. AdventureWorks 2014 attached to CYCLOPS. 
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Any database that is to be part of an AlwaysOn Availability Group has two pre-requisites; (1) database 
must be in full recovery model and (2) at least one full backup must be performed in order to initialize 
the log backup chain. A transaction log backup is also required to restore on the secondary replicas. 

A pre-requisite is to have a full backup of each of these databases. Typically this backup (BAK) would then be 
placed on in a network share that is available to all nodes of the cluster or use a Clustered Shared Volume 
(CSV) for all the cluster nodes to have shared access. For this paper we are going to make use of Pure Storage 
FlashRecover snapshots between all of the different cluster nodes. The basic steps are as follows: 

1. Create a new Pure Storage volume to store the primary replica SQL Server backups and connect to the 
primary replica host. 

2. Take full backups of the individual SQL Server databases and store on the newly created volume in 
Step 1. Now there is a set of full backups for the individual databases. 

3. Using Pure Storage FlashRecover take a snapshot of the backup volume.  

4. Create a new volume from the backup volume snapshot and attach to each individual node of the 
cluster, not to the cluster itself. 

5. Run a restore database operation on each of the SQL Server nodes and then join to the Availability 
Group.  

By using the operational steps above we have a full backup of the databases to start. A snapshot of that 
backup volume has been created to rapidly seed other Availabilty Group members without introducing 
network bandwidth through SQL Server data synchronization. 

The first step is to create the new volume to be used for SQL Server backups and connect to the primary 
replica. Figure 10 and Figure 11 shows the respective results on the FlashArray and the host CYCLOPS. 

Import - Module  PureStoragePowerShell  
$PSToken  = Get - PfaApiToken  - FlashArray  MSFT- PURE1 - Username  pureuser  - Password  pureuser  
$PSSession  = Connect - PfaController  - FlashArray  MSFT- PURE1 - API_Token  $PSToken . api_token  
 
New- PfaVolume  - FlashArray  MSFT- PURE1 - Name CSV - Size  1T - Session  $PSSession  
Connect - PfaHost  - FlashArray  MSFT- PURE1 - Name CYCLOPS - Volume  CYCLOPS- SQLBAK `  

- Session  $PSSession  
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Figure 10. Created and connected CYCLOPS-SQLBAK volume. 

 

Figure 11. New SQLBAK volume mounted to the CYCLOPS host. 

The next step is to create a full database and transaction log backup of each of the databases we are using in 
the Availability Group; AdventWorks2014, AdventureWorksHR, AdventureWorksFinance and 
AdventureWorksLegal. The following T-SQL will perform this task. A folder named I:\ADVWORKS will be 
created on the new volume (I:\ ) automatically. This procedure can also be done using SQL Server 
Management Studio if preferred. 
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EXEC master . sys . xp_create_subdir  "I: \ ADVWORKS" 
USE AdventureWorks2014 ;  
GO 
BACKUP DATABASE AdventureWorks2014  
TO DISK = 'I: \ ADVWORKS\ AdventureWorks2014.Bak'  
   WITH FORMAT,  
      NAME = 'Full Backup of AdventureWorks2014' ;  
GO 
BACKUP LOG AdventureWorks2014  
TO DISK = 'I: \ ADVWORKS\ AdventureWorks2014TLOG.Bak'  
   WITH FORMAT,  
      NAME = 'TLOG Backup of AdventureWorks2014' ;  
GO 
 
USE AdventureWorksFinance ;  
GO 
BACKUP DATABASE AdventureWorksFinance  
TO DISK = 'I: \ ADVWORKS\ AdventureWorksFinance.Bak'  
   WITH FORMAT,  
      NAME = 'Full Backup of AdventureWorksFinance' ;  
GO 
BACKUP LOG AdventureWorksFinance  
TO DISK = 'I: \ ADVWORKS\ AdventureWorksFinanceTLOG.Bak'  
   WITH FORMAT,  
      NAME = 'TLOG Backup of AdventureWorksFinance' ;  
GO 
 
USE AdventureWorksHR;  
GO 
BACKUP DATABASE AdventureWorksHR 
TO DISK = 'I: \ ADVWORKS\ AdventureWorksHR.Bak'  
   WITH FORMAT,  
      NAME = 'Full Backup of AdventureWorksHR' ;  
GO 
BACKUP LOG AdventureWorksHR 
TO DISK = 'I: \ ADVWORKS\ AdventureWorksHRTLOG.Bak' 
   WITH FORMAT,  
      NAME = 'TLOG Backup of AdventureWorksHR' ;  
GO 
 
USE AdventureWorksLegal ;  
GO 
BACKUP DATABASE AdventureWorksLegal  
TO DISK = 'I: \ ADVWORKS\ AdventureWorksLegal.Bak'  
   WITH FORMAT,  
      NAME = 'Full Backup of AdventureWorksLegal' ;  
GO 
BACKUP LOG AdventureWorksLegal  
TO DISK = 'I: \ ADVWORKS\ AdventureWorksLegalTLOG.Bak'  
   WITH FORMAT,  
      NAME = 'TLOG Backup of AdventureWorksLegal' ;  
GO 

Now a snapshot can be taken of the CYCLOPS-SQLBAK volume. It is also possible to setup this volume as part 
of the local snapshot schedule using the Protection tab. Figure 12 shows the newly created snapshot. 
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Import - Module  PureStoragePowerShell  
$PSToken  = Get - PfaApiToken  - FlashArray  MSFT- PURE1 - Username  pureuser  - Password  pureuser  
$PSSession  = Connect - PfaController  - FlashArray  MSFT- PURE1 - API_Token  $PSToken . api_token  
 
New- PfaSnapshot  - FlashArray  MSFT- PURE1 - Volumes  CYCLOPS- SQLBAK - Suffix  REFARCH - Session  
$PSSession  
 
 

Figure 12. New snapshot of the CYCLOPS-SQLBAK volume. 
 

 

Before preparing your secondary databases, we strongly recommend that you suspend scheduled log 
backups on the databases in the availability group until the initialization of secondary replicas has 
completed. 

Now that we have the full and transaction log backups completed and a snapshot taken we can create new 
volumes from the snapshot (CYCLOPS-SQLBAK.REFARCH) to the other secondary replicas. This involves 
connecting to both physical hosts (KARMA) and virtual hosts (SQL-REPLICA3 and SQL-REPLICA4). We know that 
there are three secondary replicas so we can quickly create three new volumes based on the CYCLOPS-
SQLBAK.REFARCH snapshot with the following PowerShell. In addition to creating the three volumes for the 
backup restores, we also need to create three new volumes for the individual databases once restored on the 
secondary replicas. Figure 13 shows all the new volumes. 

 
Import - Module  PureStoragePowerShell  
$PSToken  = Get - PfaApiToken  - FlashArray  MSFT- PURE1 - Username  pureuser  - Password  pureuser  
$PSSession  = Connect - PfaController  - FlashArray  MSFT- PURE1 - API_Token  $PSToken . api_token  
 
ForEach  ( $i  in  1.. 3)  
{  
    New- PfaVolume  - FlashArray  MSFT- PURE1 - Name AG- SQLBAK- RESTORE$i  `  

- Source  CYCLOPS- SQLBAK.REFARCH - Session  $PSSession  
    New- PfaVolume  - FlashArray  MSFT- PURE1 - Name AG- ADVWORKS$i  - Size  1T - Session  $PSSession  
}  
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Figure 13. Newly created volumes from the snapshot. 

Next connect the volumes to the hosts and online the volumes for Windows Server to utilize. The last cmdlet 
executed Register - PfaHostVolumes  makes the volume available on the host, KARMA. 

 
Import - Module  PureStoragePowerShell  
$PSToken  = Get - PfaApiToken  - FlashArray  MSFT- PURE1 - Username  pureuser  - Password  pureuser  
$PSSession  = Connect - PfaController  - FlashArray  MSFT- PURE1 - API_Token  $PSToken . api_token  
 
Connect - PfaVolume  - FlashArray  MSFT- PURE1 - Name KARMA - Volume  AG- SQLBAK- RESTORE1 `  

- Session  $PSSession  
Connect - PfaVolume  - FlashArray  MSFT- PURE1 - Name KARMA - Volume  AG- ADVWORKS1 `  

- Session  $PSSession  
 
Register - PfaHostVolumes  - Computername  KARMA 

Focusing on the host KARMA, shown in Figure 14, we can see that there are two new volumes connected, 
SQLBAK (K:\ ) and 1TB volume that has not been initialized. This uninitialized volume is one of the new 
volumes created from the above PowerShell. This volume needs to be initialized and formatted per the SQL 
Server 2012 Reference Architecture best practices. Once we have completed that operation we can proceed 
with restoring the database and transaction log backups.  

 

Figure 14. New volumes attached to host KARMA. 


















































































































