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Executive Summary

This document provides a reference architecture for deploying Microsoft SQL Server 2014 AlwaysOn
Availability Groups on a Pure Storage FlashArray. This document includéy-step guidance on deploying
a primary and disaster recoverigesfor high availability.

The primary site is based on a Windows Server Failover Cluster that will be used with a Microsoft SQL Server
2014 AlwaysOn Availability Group with two physical server nddeshe primary replicaand secondary

replica. Wo virtualizedWindows Server 2012 R@desbased on VMwar&S>6.5 will be created fotwo
additionalsecondary replicag he disaster recovery site is based dvimdows Server Failover Cluster

create a highly availabldyperV instance for a SQL Senzi14 standalone server.

The primary site will use Pure Storage FlashRecover Replication to replicate the AlwaysOn Availability Group
data volumes to the disaster recovery site to be used with the SQL Server 2014kinadcerver.

FlashRecover replicati can easily replicate data volumes and maintain data synchronizadieed on a
configurable schedule.

This reference architecture has been validated against:
1 Microsoft Windows Server 2012 R2, Data Center Editiotbi{p4
1 Microsoft SQL Server 2014 Entesp (64bit)
1 Microsoft HyperV Failover Cluster
1 VMware ESX 5.5
i Pure Storage FlashArray 420 {&20)
1 Pure Storage FlashArra@3(FA405)
9 Purity Operating Environment 4.0.x
1 Windows PowerShell 5(November Preview)
91 Pure Storage PowerShell Toolkit 2.0

Befae we begin diving into the setup detalils it is important to have a foundation on how SQL Server
AlwaysOn works and the different models that are supportditrosoft SQL Server 2082d 2014supports

two different clustering models. The first is Alwayd&anilover Cluster Instance (FCI). An AlwaysOn FCI
provides server hardware fault tolerance and is equivalent to Microsoft SQL clustering provided by earlier
versions of Microsoft SQL Server. FCI provides automatic failover to the other nodes in theitthste is a
hardware, service or other system failures.

The second is AlwaysOn Availability Groups. AlwaysOn Availability Groups provide synchronous and
asynchronous replication between servers in a Windows Failover Cluster. AlwaysOn Availabifis/daro

provide server fault tolerance, storage fault tolerance, and automated load distribution. AlwaysOn Availability
Groups requirea minimum ofMicrosoft SQL Server 2012 Emgese Edition, this paper uses Microsoft SQL
Server 2014 Enterprise Edition.
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To participate in AlwaysOn Availability Groups or AlwaysOn Failover Cluster Instances, the servers on which
Microsoft SQL Server 2012 are installed must be part of the same Windows Failover Cluster.

AlwaysOn Availability Groups allow two (2) databaseaimsts installed on different physical servers to
replicate synchronouslgr asynchronouslyMicrosoft SQL Server 2012 supports a single primary replica and
one to four secondary replicas; SQL Server 2014 supports up to eight secondary r&plitag.nomal
operations, one instance will be readite, and the other will be readnly. If the readnrite node fails, the
readwrite functionality will automatically transfer to the reamhly instance. Transactions which write to the
database will only be ackmvledged as completed when the transaction has been written to both instances.
The readonly instance can be used for readly transactions, thus reducing the load on the readte

instance. Microsoft SQL Server 2012/2@k4 automatically direct readnly transactions to the readnly
instance of the database. As a best practice, Microsoft SQL should handle this load balancing. Manually
configuring clients to connect to only one database instance is not a best practice and is not recommended.

Goalsand Objectives

A key tenet with Pure Storage FlashArray is the simplicity of management and this document is intended to
demonstrate how easily Microsoft SQL Server28iwaysOn Availability Groupan be deployed and

managed on a Pure Storage FlashArhayaddition to deploying AlwaysOn we will cover how easy it is to
setup and manage Pure Storage FlashRecover Replicatmwill explore how thé\lwaysOn Availability
Groupcan be replicated over to a secondary Pure Storage FlashArray and used witiciosoll HypesV

Failover Cluster with SQL Server 20Additionally as part of the setup and deployment of SQL Server
AlwaysOn we will use Pure Storage FlashRecover snapshagmdtly seed the secondary replicdseveraging
FlashRecovesnapshots provides a considerable savings in time for initial data synchronization to the
secondary replicas and save on network traffic.

Audience

This document is intended for Database Administrators (DBAS), Storage Administrators, System
Administratorsand anybody who wants to deploy(&) Microsoft SQL Servé&iwaysOrsolutionand (2) a

Microsoft HyperV Failover Clustaan a Pure Storage FlashArray. This is a technical document that assumes a
working knowledge of Windows Sen2012 R2, Microsoft Hype/, Windows Server Failover Clustering
Windows PowerShell and familiarity with storage provisioning and networking. These are not préesgoisi
reviewing this document but are highly recommended to understand all of the different components.

Summarnyof Findings

This reference architecture can be treated as a building block on how to deplighly available solution for
SQL Server AlwaysOn Availability Graaps$ a Microsoft HypeV failover cluster. There are a lot of different
components to the saltion outlined in this paper and can be used together as this paper illustrates or only
certain elements used in your environment.
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The deployment of this reference architecture covers two different sites that comprise a primary site that is
used for dayto day operations and a disaster recovery (DR) site which can be used DR or other purposes (Eg.
Dev/Test). The primary site contains a Windows Server 2012 R2 Failover Cluster with two physical and two
virtual hosts. These cluster nodes make up all of tleenners for a SQL Server 2014 Availability Group. All of
the operational work taking place on the primary site is served by a Pure StoratOFAhe DR site contains

a two node Windows Server 2012 R2 Failover Cluster which uses a Clustered Shared @8Winier(highty
available HypebW virtual machines instances. The workloads in DR are supported by a Pure Stedfge FA

The primary site and the DR site are connected through Pure Storage FlashRecover Replication. All of these
components are visualized Figurel.

Primary Site — Windows Server Failover Cluster DR Site — Windows Server Failover Cluster
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Figurel. Primary and Disaster Recovery sites.
The business advantages of the core technologies used in this reference arakit@etulescribed below.

1 AlwaysOn Availability Groups provide a quick and easy method to socaki®QL Server to
accommodate a multitude of workloads. Part of the process for setting up AlwaysOn is the need to
GaSSR¢ (KS &S0O2y R N@rephth. LKing PuresStorageElashRedogr itlishdsddieNJ
to seed all of the secondary replicas without incurring all of the network bandwidth and host penalties
that host basedaopy processingan causeAnother advantag®ef AlwaysOn Availability Groups
compared to database mirrorinig that there can be a maximum of two synchronous replicas versus
with database mirroring DBAs were forced to use either {sigiety mode (synchronous) or high
performance mode (asynchronous). AlwaysOn allows for a best bfveotldsscalablearchitecture.

1 The use oWWindows Server Failover Clustering with SQL AlwaysOn Avail@bdiyps in the primary
site is greatly simplified without the need for Clustered Shared Volumes (Shared Storage). With the
use of Pure Storage Fld®&cover snapshots of a SQL Server backup volume it provides a rapid seeding
of each secondary replica without relying on htsthost copy data synchronization of files.
Additionally, once the secondary replicas have been ededd joined to the Availalily Group the
ability to use a secondary replica as a backup instance is extremely beneficial for the primary replicas
performance.

o PURESTORAGE




9 The disaster recovery siteses aClustered Shared Volume (CSV) and-Hassugh Disks allows for
creating a highly available Hyp¥rvirtual machines and attached directly to the Pure Storage volumes
for optimal performance. Not needing to use a CSV eliminates IO redirection issuegittiheu
Owner Node.

1 Paired use of Pure Storage FlashRecover Replication with the previously mentioned benefits of highly
available HypeW virtual machines allows for primary to disaster recovery sites to replicate specific
volumes, hosts or host groupsd have limiteddowntime.

9 Finally, he ability to setup this solution using Windows PowerShell with the new Pure Storage
PowerShelloolkit 2.0 and the support through cmdlets ftindows Server Failover Clustering,
HyperV and SQL Server providesemendous automatiorframework br repeatable andapid
deploymentsPlease refer téAppendix I: Install Pure Storage PowerShell Toolkit 2.0

There is a incredible amounbf detail covered in this paper that can be used in mdiffgrent waysto help a
business achieve new levels of availability and Service Level AgreementsB8toks)we begin walking
through deployment steps it is important to understand the basic bijies that the Pure Storage Atlash
platform provides.

Pure Storage Introduction

Pure Storage is the leading-fiish enterprise array vendor, committed to enabling companies of all sizes to
transform their businesses with flash.

Built on 100% MLf{ash, Pure Storage FlashArray deliverdladh enterprise storage that is 10X faster, more
space and power efficient, more reliable, and infinitely simpler, and yet typically cost less than traditional
performance disk arrays.

FA-405

FA-450 —

Pure Storage FlashArrap-B00 Series is ideal for:
Accelerating Databases and Applications

Speed transactions by 10x with consistent low latency, enable online data analytics across wide datasets, and
mix production, analytics, dev/test, and backup workloads without fear.
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Virtudizing and Consolidating Workloads

Easily accommodate the most-HDingry Tier 1 workloads, increase consolidation rates (thereby reducing
servers), simplify VI administration, and accelerate common administrative tasks.

Delivering the Ultimate Virtual Dkt®op Experience

Support demanding users with better performance than physical desktops, scale without disruption from pilot
G2 PpmMnnnQa 2F dzaSNEROD

Protecting and Recovering Vital Data Assets

Provide an alwaysn protection for businessritical data, maintan performance even under failure
conditions, and recover instantly with FlashRecover.

Pure Storage FlashArray sets the benchmark feftaah enterprise storage arrays. It delivers:

Consistent Performance

FlashArray delivers consistent <1lms averageniatePerformances optimized for the realvorld applications
workloads that are dominated by 10 sizes of 32K or larger vs. 4K/8K hero performance benchmarks. Full
performance is maintained even under failures/updates.

Less Cost than Disk

Inline deduplication and compression deliveig3.0x space savings across broad set of 10 workloads including
Databases, Virtual Machines and Virtual Desktop Infrastructure.

Missioncritical Resiliency

FlashArray delivers >99.999% proven availabilgynaasured across the Pure Storage installed base and does
so with nondisruptive everything without performance impact.

Disaster Recovery Bulh

FlashArray offers native, fully integrated, data reductaptimized backup and disaster recovery at no
additional cost. Setup disaster recovery with polliased automation within minutes. And, recover instantly
from local, spacefficient snapshots or remote replicas.

Simplicity Builin

FlashArray offers gamehanging management simplicity that makes storaggallation, configuration,
provisioning and migration a snap. No more managing performance, RAID, tiers or caching. Achieve optimal
application performance without any tuning at any layer. Manage the FlashArray the way you like4t: Web
based GUI, CLIMware vCenter, Rest API, or OpenStack.

Pure Storage FlashArray-B80 Series includes F®5, FA420, and FA50. A FlashArray is available for any
application and any budget!
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FA-405 FA-420 FA-450

T, T St

ACITY + Up to 40+ TBs effective capacity * Up to 125+ TBs effective capacity * Upto 250+ TBs effective
«  2.75-11 TBs raw capacity « 11.35 TBs raw capacity capacity
« 34.70 TBs raw capacity
Effective capacity assumes HA. RAID, and metadata overhead. GB-to-GiB conversion, and includes benefit of data reduction with always-on

inline deduplication, compression & pattern removal, Average data reduction is calculated at 6-40-1. Some cuslomers see data reduction in
excess of 20-to-1. Effective capacily has no upper limit and will vary depending on workload

PERFORMANCE * Upto 100,000 32K IOPS * Up 1o 150,000 32K IOPS * Upto 200,000 32K IOPS
@ <Ims average latency @ <Ims average latency = <Ims average latency
* Up to 3 GB/s bandwidth * Up to 5 GB/s bandwidth * Upto 7 GB/s bandwidth

Why does Pure Storage quote 32K, not 4K 10PS? The industry commonly markets 4K IOPS benchmark to make numbers look high, but
real-world environments are dominated by 1O sizes of 32K or larger. Pure Storage has optimized the FlashArmray for the real-
world. FlashArray adapts automatically to 5128-32KB 10 for superior performance. scalability, and data reduction

051 * 8 Gb/s Fibre Channel * 8 Gb/s Fibre Channel * 16 Gb/s Fibre Channel
NNECTIVITY * 10 Gb/s Ethernet iSCSI * 10 Gb/s Ethernet iSCSI * 10 Gb/s Ethernet iSCSI
* Replication ports * Expansion slot (FC or ISCSI) * Expansion slot (FC or iSCSI)
* Replication ports * Replication ports

Tablel. Pure Storage FlashArray 400 Series Spefisa
Start Small and Grow Online

FlashArray scales from smaller workloads to data cewide consolidation. And because upgrading

performance and capacity on the FlashArray is alwaysdismiptive, you can start small and grow without
impacting missiostritical applications. Coupled witforever Flasha new business model for storage

acquisition and lifecycles, FlashArray provides a simple and economical approach to evolutionary storage that
extends he useful life of an array and does away with the incumbent storage vendor practices of forklift
upgrades and maintenance extortion.
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Configuration Overview

The following section describes the different components and configurations for the primadisasier
recovery siteskFigure? illustrates the hardware configuration. There are two additional sex(leosts) that

are not displayed in th&igure2 diagram that represent the VMware ESX cluster. These hosts are connected
to the FA420 and FAL05 via the SAN switch represented in the diagram.

< ¥ Tr 9
o

H
ol = - ""."gs H
pesssssicasanas Host 2 (MSFT-HYPERV-2)
H

Pure Storape Shelf 1

Pur Storage Controlkr O& 1
FA-405 [MSFT-PURE2)

Pure Storape Shelf 1

Pure Starage Shalf 0

Fure Storage Controller 1

Pure Storage Cortroller 0

FA-420 {(MSFT-PURE)
Figure2. Component connectivity.

The focus of this paper is to@h the configuration steps necessary to setup a Windows Failover Clusters, SQL
Server AlwaysOn, Hyp#ffailover cluster and FlashRecover Replication. This paper will not cover any details
related to configuration of VMware ESX or vSphere, please refeetBure Storage and VMware vSphere

Best Practices Guider specific guidancaVe will also not be covering any of the physical servers (hosts)
setupor switch zoning, please refer to the specific hardware documentation for configuration.

Pure Storage FlashArray-B20

The FlashArray F420 configuration comprised of two active/active controllers and two shelves of 5.5TB of
raw flash memory for a totaof 11TB of raw storage. Four Fibre Channel ports per controller were connected
to one Cisco MDS 9148 8Gb SAN switches in a highly redundant configuration asnsfigwre2. There are
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two additional servers (hosts) that are not displayed in the diagram that represent the VMware ESX cluster.
These hosts are connected to the-#20 and FAIO5 via the SAN switch represented in the diagraable2
below describes the specifications of the FlashArray E&

Component Description

Controlless Two active/active controllera/hich provided highly redundant SAS connectivity (24Gb) tc
two shelves andvere interconnectedfor HAvia two redundaninfiniBand connections
(56GH.

Shelves Twoflash memoryshelves with 2B SOdrives, 22 X 256 GB or a total raw capacity1ofB

(10.3 1B) and two NVRAM modules for a total of 24 slots in each shelf.

External Four 8GlHbre Channel ports per controller, total of eigiports for two controllers.
Gonnectivity

Management  Two redundant 1 Gb Ethernet management ports per controlibree management IP
Ports addresses are required to configure the array, one for each controller management por
a third one for virtual port IP address for seamless management access.

Power Dual pover supply rated at 40W per controller and 200W petorage shelf

Space The entire FA120system was hosted on eight rack (@8 RU) space (2 RU feach
controller and2 RU for each flash memosyelf). This configuration could easily scale to fo
shelves and 3X the capacity discussed in the tesesysted.

Table2. Pure Storage FlashArray-B20 specifications

There was no special configuration or tuning done on the FlashArray; we do not recommend any special
tunable variables as the system is designed to perform out obthe

Pure Storage FlashArray-B85

The FlashArray F405 configuration comprised of two active/active controllers ansingle sheldf 5.5TB of
raw flash memongtorage TwoFibre Channel ports per controller were connected to one Cisco MDS 9148
8Gb SANwitches in a highly redundant configuration as shewhigure2. Table3 below describes the
specifications of the FlashArray-B20.

711
O PURESTORAGE




Component

Description

Controlles

Shelves

External
Gonnectivity

Management
Ports

Power

Space

Two active/active controllerg/hich provided highly redundant SAS connectivity (24Gb) tc
two shelves andvere interconnectedfor HAvia two redundaninfiniBand connections
(56GhH.

Oneflash memoryshef with 22 SSOdrives, 22 X 256 GB or a total raw capacity.61 B
(10.3 1B) and two NVRAM modules for a total of 24 slots in each shelf.

Two8GbHRbre Channel ports per controller, total dbur ports for two controllers.

Tworedundant 1 Gb Ethernet management ports per controlldiree management IP
addresses are required to configure the array, one for each controller management por
a third one for virtual port IP address for seamless management access.

Dual paver supply rated aBOOWper controller and 200W per storage shelf

The entire FAI05 system was hosted dfour rack unis (4 RU) space (2 RU ftire controller
and2 RU foithe flash memonshelf).

Table3. Pure Storag&lashArray FAOS5 specifications

There was no special configuration or tuning done on the FlashArray; we do not recommend any special
tunable variables as the system is designed to perform out of the box.

Primary Site Physic8kerver Configuration

FourDdl PowerEdge R720xd servers were deployed for hostiadollowing:

1 Two servers for hosting physical deploymentd/agrosoft Windows Server 20IR2and Microsoft
SQL Server 2@l

1 Two servers for hosting VMware ESX 5.5 for the primary site virtualizedbWs Server 2012 R2 and
SQL Server 2014 instances.

o PURESTORAGE
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Each oftheserv&¥d Rdz- £ |1 . ! LI2NIa ¢SNBE O2yySOGSR (2 (62 /Aa
connectivity to acess the Pure Storage FlashArFay420. The server configuration is described in trable
4.

Component Description

Processor 2 Intel® Xeon®PU E2697 v2 @ 2.70GHz, 2700 Mhz, 12 Core(s), 24 Loc

Memory 256GB

HBA 2 QLogiqQLE25628 Gbps Fibré K| yySf | .1 Q& o6H Lk

NIC Intel(R) Gigabit 4P X520/1350 rNDC

BIOS Dell Inc. 2.1.3, 11/20/2013; SMBIOS 2.7

OS Microsoft Windows Server 2012 R2 Datacenter, Version 6.3.9600 Build ¢
(x64)

Table4. Dell R720xd hostonfiguration

Disaster Recovery Site Physical Server Configuration

The disaster recovery site consists wbtAmerican Megatrends (AMs$gervers deployed for hostirgy

Microsoft Windows Server 20122 Failover Cluster and a highly available Hyp&ilove cluster.The
ASNISNR& Rdzkf 1. ! LRNIa ¢gSNBE O2yySOGSR (G2 dg2 /A
the Pure Storage FlashArrBx405. The server configuration is described in frebleb.

Qx
(@]

NN

Component Description

Processor 2 Intel® Xeon@PUES645@ 240GHz, 12 Core(s), 24 Logical
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Memory 96GB

HBA 2QLogidQLE2562y Do6lLJA CAONB / KFEyySt 1.1

NIC Intel(R)82574LGigabit(1Gbps)

BIOS American Megatrends, Inc. H235FATX BIOS Version 1.60

OS Microsoft Windows Server 2012 R2 Datacenter, Version 6.3.9600 Build ¢
(x64)

Table5. American Megatrends Servhost configuration

Now all of the hardware and logical design details are out of the way it is time to begin setting up the primary
and disaster recovery sites.

PrimarySiteStepby-Step Guide

The primary site in this configuration is the whehetmain database serverdlireside. This configuration

will use Windows Server Failover Cluster and VMware ESX as the core infrastructure providing physical and
virtualized SQL Server services respectively. There are some configurations that are assumed to be completed
prior to garting the stepby-step guides provide below.

Assumptions:
1. One Pure Storage FlashArray429 has been installed and configured.

2. Four physical servers have been installed and configure@ servers have Windows Server 2012 R2
deployed and all Windows 8eer Best Practices for Pure Storage followed. The remaining two servers
haveVMware ESX 5deployed with all Pure Storage best practices followed for VMware.

3. All four physical servers have been connected through a SAN and networking fabric.
4. Windows PoweBhell3.0and the Pure Storage PowerShell Toolkit 2.0 have been installed.

Theprimary sitesetup section describes stdyy-step how to configre all of the components for Microsoft
SQL Server 2014 AlwaysOn with multiple repli¢as. following tasks arehat we will be performing:

1 Creating Host Groups aradidingHosts on the Pure Storage-B20.

© Pure Storage 201714
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1 Create a Microsoft Windows Server Failover Cluster.
1 Create a SQL Server AlwaysOn Availability Group.

1 Create a FlashRecov&rapshot that will be used to seed the secondary replicas for the AlwaysOn
Availability Group member servers.

Pure Storage FA20 Configuration

Before we can begioreating any of the core infrastructure for the primary dite Pure Storage F420needs

to be setup with Host Groups aftiveHostsconnected to those groupShe steps in this section makes the
assumption that the hardware requirements in the Configuration Overview are the same or similar in your
environment. If your setup does not meet th® requirements modifications will need to be made in order to
follow the steps.

Assuming that the physical hosts are connected to the array and configuredragire3 we can create the
Host Grougthat will be used for the ESX and Windows Server Failover Cluster

Help  Bige Out
ey 1l MSFT-PURE
o PURESTORAGE e
SyslEm Hewth B ' Host Connections
[ n— Hust Part Comnscieity o e
| 1 e TR S 1ATUS - 1 A T = Foa FC a =]
= crcioes R v v ¢ ¢ © v © o
= peres R v v ¢ ¢ v v 9 o
o Dol -ESK-2 EEmer = v 9 9 9 9 @ B
| | o s LT o v 9 9 9 9 9 @
# Shaw Hoss Oniy
Tespat Pty
e e wren  eom s wren
CTOFCH I STAAAETIAR BB AL BGOs  OTIFCO I S2AAGETIARBEAL 10 E Gbvs
CTOFC I SIAANE T A BBAL D s0ns  GTIFC I SAADETI A BEAT 1 4 G
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L= TR s AT

Figure3. Pure Storage FA20 Host Connections.

The Host Group names are MSNBFEHG and MSFESXHG. The following@owerShelWill create the host
groups and connect the existing hosts to those groups. This operation can also be performed using the Web
Management GUI.
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Import - Module PureStoragePowerShell
$PSToken = Get- PfaApiToken - FlashArray MSFTF PUREL - Username pureuser - Password pureuser
$PSSession = Connect - PfaController - FlashArray = MSFTF PUREL - API_Token $PSToken. api_token
New PfaHostGroup - FlashArray MSFF PURE1 - Name MSFF WSFEHG °

- HostList CYCLOPSKARMA- Session $PSSession
New PfaHostGroup - FlashArray MSFF PURE1 - Name MSFF ESX HG *

- HostList ~ Dell - ESX 1, Dell -ESX 2 -Session $PSSession

Figure4 shows thenewly created host groups and connected hosts.
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: 0GE

Noce . 0GR
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M ATEHF ALE PHIVIHOHEL WOILUME § HE DUCTION
o CYCLOPS FC 1851 TR 33641 08 ITe1

e KARMA FC 24 TH 2454 W8 TS5l

1MWW

Figure4. MSFIESXHG and MSFWSFEHG host groups.

The next step is to create the different volumes that each of the hosts willTise paper will show how to
create the volumes for SQL Server data filely. As mentioned earlier detato create and connect the
volumes required for VMware datastoresout of scope for this pap@lease refer to thdPure Storage and
VMware vSpher Best Practices Guide

Per theSQL Server 2012 Reference Architectueewill create three volumes to be used by SQL Server 2014,
SQLSYS and SQLTEMP for system databases and tempdb and ADX& @RK® AdventureWorks
Avalilability Group. This is the volume wél be working with throughout the primary and disaster recovery
work and replicationThis operation can be performed using the GUI as well.

Import - Module PureStoragePowerShell
$PSToken = Get- PfaApiToken - FlashArray MSFF PUREL - Username pureuser - Password pureuser
$PSSession = Connect - PfaController - FlashArray =~ MSFF PUREL - API_Token $PSToken. api_token

New PfaVolume - FlashArray MSFTF PUREL - Name CYCLOPSSQLSYS - Size 50G - Session $PSSession
New PfaVolume - FlashArray MSFF PURE1 - Name CYCLOPSSQLTEMP- Size 1T - Session $PSSession
New PfaVolume - FlashArray MSFTF PUREL - Name CYCLOPSADVWORK®G - Size 500G °

- Session  $PSSession
Connect - PfaHost - FlashArray MSFTF PUREL - Name CYCLOPS- Volume CYCLOPSSQSYS®

- Session  $PSSession
Connect - PfaHost - FlashArray MSFF PUREL - Name CYCLOPS- Volume CYCLOPSSQLTEMPDB

- Session  $PSSession
Connect - PfaHost - FlashArray MSFF PUREL - Name CYCLOPS- Volume ADVWORKRG °

- Session  $PSSession
New PfaVolume - FlashArray MSFTF PUREL - Name KARMASQLSYS - Size 50G - Session $PSSession
New PfaVolume - FlashArray MSFF PURE1 - Name KARMASQLTEMP- Size 1T - Session $PSSession
Connect - PfaHost - FlashArray MSFTF PUREL - Name KARMA- Volume KARMASQSYS- Session $PSSession
Connect - PfaHost - FlashArray =~ MSFTF PUREL - Name KARMA- Volume KARMASQLTEMPDB

- Session  $PSSession
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Figure5 shows the newly created and connected volumes for CYCLOPS.

Help  Sign Cut
6 PURESTORAGE P
STORAGE FROTECTION 5 Q I
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= Del-ESx-2 AL M “SlT i W LLE 5 AL TS = "

- == WMSFT-WSFC-HG

| CYCLOPS-ADVWORKS-AG ] 500 GE 440.00 KB 255.00 KB
== CYCLOFS =

= AR @ CYCLOPS-2QLEYE 1 50 GE 36.20 MB 20,05 MB
v Volumes + § CYCLOPS-SOLTEMF 3 178 283 GB 177 G8

Figure5. New volumes for SQL Server instance€¥CLOPS and KARMA.

Once the volumes are created rescan the hosts for those volumes to be mounted for Windows Server to see
and use as shown Rigure6.

Register - PfaHostVolumes - Computername CYCLOPS
Register - PfaHostVolumes - Computername KARMA

= Disk Management [=[=
File  Action  View Help

o Ho B E

Wolume | Lyt | Typs File: System Stabus | Capacity I Fres Spa... | % Free [ -
o [CH) Suivigihi Bagic MTFS Hislby (B... 11174768 e, %
o ADVWIORKS-AG Simple Basic NTFE Healtfry (P... 49947 GB #4951 GE  100%
o IR3_S55_0MFRE_E.. Simgle Basic i3 Healtby (P, 4.23G8 oME 0%
o SOLSYS (F) Simple Basic MTFS Healthy (P... 4987 GB H2G6GE  100% =
o SOLTEMP [H:) Sufngibi Basic MTFS Haaltbry (P... 102387 &8 L. 3%
i System Reserved Simple Basic MTFS Healtfry (5. 350 MB BEMB 5% -
|

CaDkk B | |
Eauc Sysemn Reserved i)

1117.81 GE 350 MB NTFS 111747 GB NTFS

Online Heealthy (Sysbem, Sctive, Prinany Partition) Heaithy (Boot, Page File, Crash Dumg, Primary Partition)

Dk 1 ________________________________________________________| .
Basic SOLSYS (F:d

-15'3_3 B 45,07 GB NTFS

Online Higalthy (Primary Partition)

Dk 3 1
Basic SOLTEMP {H:

HO39.BE GE 102287 GB NTFS

Online Higaliby (Primary Partdion)

sk & ____________________________________________________________________________|
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40900 CB L5087 GE MTFS

Cinling Healtbry (Primary Partition]
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Figure6. CYCLOPS volumes formatted and ready for use.
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It is assumed that Windows Server 2012 R2 has been installed and configured Wintdomvs Server Best
Practice Guidewailable on the Pure Storage Community site. This would indistalling and configuring
MPIOand all appropriate updates.

Add required Windows Server Failover Clustering feataresoth CYCLOPS and KARMA. The cmdlets below
can be specified to run against other servers without the need to be physically atteined. the servers
(hosts) in youenvironment will not mimic the documented test configuratiorplace thedComputerName
parameter with theappropriatename of serverso installs thefeatures.

Add- WindowsFeature - Name Failover - Clustering - ComputerName CYCLOPS

Add- WindowsFeature - Name RSAT Clustering - Mgmt - ComputerName CYCLOPS

Add- WindowsFeature - Name RSAT Clustering - PowerShell - ComputerName CYCLOPS

Add- WindowsFeature - Name RSAT Clustering - AutomationServer - ComputerName CYCLOPS

Add- WindowsFeature - Name RSAT Clustering - Cmdinterface - ComputerName CYCLOPS

WMWWMWAWWWMWWA~
{

P5 C:\> Get-WindowsFeature -Name *Clustering®* —ComputerWame CYCLOPS

Display Mame Name Install State
[¥] Failover Clustering Failover—Clustering Installed
[X] Failover Clustering Tools RSAT-Clustering Installed

[X] Failover Cluster Management Tools RSAT-Clustering-Mgmt Installed

[X] Failover Cluster Module for Windows ... RSAT-Clustering-Powe.. Installed

[X] Failover Cluster Automation Server RSAT-Clustering-Auto. . Installed

[X] Failover Cluster Command Interface RSAT-Clustering-CmdI. . Installed

> Get-WindowsFeature -Name *Clustering® —ComputerMame KARMA

Display Mame Name Install State

[x] Failowver Clustering Failover—Clustering Installed
[X] Failover Clustering Tools RSAT-Clustering Installed

[X] Failover Cluster Management Tools RSAT-Clustering-Mgmt Installed

[X] Failover Cluster Module for Windows ... RSAT-Clustering-Powe.. Installed

[ 1 Failover Cluster Automation Server RSAT-Clustering-Auto Available

[ 1 Failover Cluster Command Interface RSAT-Clustering-CmdI. . Available

Figure?. Failover Clustering features installed on CYCLOPS and KARMA.
Add Windows features that are required for Microsoft SQL Server 2014:
Add- WindowsFeature ~ dName NET- Framework - Features

This concludes thbasicfor the Windows Server Failover Cluster (WSE&{ures prerequisite® b2 ¢ f Si Qa
configure the WSFC.

Before creating a new clustensureboth nodes of the cluster are at equivalent software update leusiag
Windows Update. If they are not thésror will turn up in the Validation Configuration report.
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The cluster Validation Configuration report may show a warning aboutandhg a quorum diskrhis
can be ignored for now, however either a sharisk or file share witness is recommended for WSF(Q
qguorum, especially if the cluster contains an even number of nodes.

Setting up a WSFC for use with Microsoft SQL Server 2014 AlwaysOn is quite simple, no shared storage is
required so we can skip addiagy storage to this cluster. You will notice @noStorage parameter which
means the cluster will be created with the two hosts, assigned and IP address and brought online.

New Cluster - Name PURE FC1 - Node CYCLOPSKARMA- StaticAddress 10.21.8.53 - NoStorage

Figure8 shows all of the SQL Server nodes of the WSFC. THRERUICAS3 and 4 are running on VMware
virtual machines hosted on vSphere 5These nodes are added using thadd- ClusterNode cmdlet.

B Failws Chuiter Manager Nodes (4)
Fl PURE-FC1.coglak, ora -
W e g s [Guenes =il =]
@ Node
b ik Storage
i3 Metworks
ﬂ Cluster Bvents.

" %ﬂm Ml Informabion Detsds
[#] Show Critical Bvents

Slatum: Up B3 Mon bctions
Hode 10: 3
Uptime: 5ka B e

Blsmy 14.3GH fwalaids, 16.0GH Tolal

Processon: {1} bk} ¥eoriH} CPL ES-2697 w2 8 2. T0GH:z
CPLU Unage- 1%

Operaling System:  Morosoll Windows Sereer 2012 A2 Dalarenier
“Wiermion: 633600

Servon Pack: o Servoe Pock instaled

System Type- sl hasad PC

[P P — Vi, e

LR Viimars Vitusl Alstiom

Summary | Metwork Connechons | Roles | (Dsks | Fools |

Figure8. Primary site Failover Cluster Manager.
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Setup Microsoft SQL Server 204kvaysOn Availability Group

As mentioned earlier understanding the details for installing SQL Server is covered in the SQL Server 2012
Reference Architecture and should be referred to for all basic setup and best practices. This section will solely
focus on configuring and deployimgSQL Server AlwaysOn Availability Group.

There are four basic steps to setting apAlwaysOn Availability Group:
1. Add the Failover Clustering feature to each Windows Seoanpleted)
2. Create a Windows Failover Clusteoifipleted)
3. Enable AlwaysOn Higkvailability Group feature for each SQL Server.
4. Create an Availability Group

SQL Server 2014 has been configured in the environment ame #ne severaMicrosoft AdvenutreWorks
database (AdventureWorks2014, AdventureWorksLegal, AdventureWorksHR, AdggviorksFinance)
attached to the CYCLOPS default instance as sholigune9. All of these databasewill be part of an
AlwaysOn Availability Grouplot shown but a important point is that all of the AdventureWorks databases
reside on AADVWORKS. The importance of this detail will become apparent further into the configuration
steps.

P S @ | Mooy RS 4 a0 - -0-5 =] -
P master || ¥ esecute poDesug ® o ]33 J|1T QLA 2liEE|A,

= 0 N SOlOuenysgl - CY.Administretor (341) =
1 femesEs foript for SelectTopMRows command from S5M5  weseeeyf
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= [ CYCLOPS (SOL Server 1202000 - CSGLAR. [AddressLine1]

= Jm JAddresslined]
: [ciey)
# Ld Detebase Snapshots. s [3tateProvinceIn]
= L) Adventure'Works0l4 7 [Postallade]
[ Databaci Disgiams .[Spatiallocation]
i (3 Tables : s [rompgudd]
& Ol Veews 1 [Modifiedbate]
& B Symonyms FROM [Adventurehorks3@la].[Person]. [Address]

& [ Progremmaebdity
W L Sensce Broker
# L Sborage
L) ety .
% (1 AdventureiWorksHE T Femits |43 Spotodreouits | 3 Messeges |
# | Adventure\WorksFnance =l AddressLine?
# [ Adventurs'oricsLegal MULL
& [ Security . . MNULL
® [ Server Dbjects HULL
% L4 Feplicetion HULL
=1 () AlwaysCin High Suailability HULL
3 Availabslity Growps MULL
= [ Management : HULL
= [ Imtegration Services Catalogs HUILL
& [ 300 Sercer Agent _ MUILL
HULL
HULL

SpatislLocaion [~]
GBS M O000010CAEBBRC2EECES
GG 0O DCDEF AR5 1AER]
sanm S 000001DE 12EI4CAADIE
3601 e HI0000010CE 1 3ADDSFSF DE
seim S 0001E 1B ADAABSDY
3801 e IGO0 ICEDBAESSA0H
sei BB 0RO 1 SEI4CAADIE
56011 O 0000 DG N2SAS03T6F
| BB 0N D BABIAD 4200
56011 O 0001052 15 064AE 1FE4
LTl eSS 0O DCEEFFRBFLAFES

£

&) Cuery excecuted successtully, CYCLOPS (120 RTh) | CEGLAR Administrator (34)  macter 000001 1000 rows

FEERERERERE®

Figure9. AdventureWorks 2014 attached to CYCLOPS.
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Anydatabase that is to be part of an AlwaysOn Availability Group has tweepresites; (1) database
must be in full recovery model and (2) at least one full backup must be performed in order to initia
the log backup chairA transaction log backup i¢sa required to restore on the secondary replicas.

A prerequisite is to have a full backup of each of these databases. Typgalyackup (BAK) would then be
placed on in a network share that is available to all nodes of the cluster or use a Clustered Shared Volume
(CSV) for all the cluster nodes to have shared acEesghis paper we are going to make use of Pure Storage
FlahRecovesnapshotdetween all of the different cluster nodes. The basic steps are as follows:

1. Create a new Pure Storage volume to store the primary replica SQL Serverdmudigonnect to the
primary replica host.

2. Take full backups of the individual S&drver databases and store on the newly created volume in
Step 1. Now there is a set of full backups for the individual databases.

3. Using Pure Storage FlashRecover take a snapshot of the backup volume.

4. Create a new volume from the backuplumesnapshotand attach to each individual node of the
cluster, not to the cluster itself.

5. Run a restore database operation each of the SQL Server nodes and then join to the Availability
Group.

By using tk operational steps above we have a full backup of the dasels to start. A snapshot of that
backup volume has been created to rapidly seed other Availabilty Group members without introducing
network bandwidththroughSQL Server data synchronization.

The first step is to create the new volume to be used for SQteSkackups and connect to the primary
replica.FigurelOand Figurell shows the respective results on the FlashArray and the host CYCLOPS.

Import - Module PureStoragePowerShell
$PSToken = Get- PfaApiToken - FlashArray MSFF PUREL - Username pureuser - Password pureuser
$PSSession = Connect - PfaController - FlashArray MSFF PUREL - API_Token $PSToken. api_token

New PfaVolume - FlashArray MSFF PUREL - Name CSV - Size 1T - Session $PSSession
Connect - PfaHost - FlashArray = MSFF PUREL - Name CYCLOPS- Volume CYCLOPSSQLBAK™
- Session  $PSSession
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FigurelO. Created and¢onnected CYCLOB®LBAK volume.

File Action View Help

e FHE RXESa B

Volume I Layout I Type I File System I Status I Capacity I Free Spa... I % Free ~
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o ADVWORKS-AG (&) Simple Basic MNTFS Healthy (P... 49987 GB 499.73GB 100 %
E..Simple Basic UDE Healthy (P, 4,23 GE OME 0%
o SOLBAK (1) Simple Basic NTFS Healthy (P... 1023.87 GB 1023.27 ... 100 % I
=] ()] Simple Basic TITES Healthy (... 40.67GB T7IGE %
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)
uDisk 1
Basic SQLSYS (F)
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=Disk 5
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Figurell New SQLBAK volume mounted to the CYCLOPS host.

The next step is to create a fdhtabase and transaction ldzackup of each of the databases we are using in
the Availability Group; AdntWorks2014, AdventureWorksHR, AdventureWorksFinance and
AdventureWorksLegal. The followingSQL will perform this task. A folder namad@DVWORKSIll be
createdon the new volumél:\) automatically This procedure can also be done using SQL Server
Management Studio if preferred.
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EXECmaster . sys. xp_create_subdir  "l: \ ADVWORKS"
USE AdventureWorks2014 ;
GO
BACKUFDATABASRAdventureWorks2014
TODISK = 'I: \ ADVWORK&IventureWorks2014.Bak'
WITH FORMAT
NAME= 'Full Backup of AdventureWorks2014' :
GO
BACKUR.OG AdventureWorks2014
TODISK = 'I: \ ADVWORK&IventureWorks2014TLOG.Bak'
WITH FORMAT
NAME= 'TLOG Backup of AdventureWorks2014' ;
GO

USE AdventureWorksFinance ;
GO
BACKUFDATABASHEdventureWorksFinance
TODISK = 'I: \ ADVWORK&IventureWorksFinance.Bak'
WITH FORMAT
NAME= 'Full Backup of AdventureWorksFinance' ;
GO
BACKUR.OG AdventureWorksFinance
TO DISK = "'I: \ ADVWORK&lventureWorksFinanceTLOG.Bak'
WITH FORMAT
NAME= 'TLOG Backup of AdventureWorksFinance'
GO

USE AdventureWorksHR;
GO
BACKUFDATABASHEdventureWorksHR
TODISK = 'I: \ ADVWORK&lventureWorksHR.Bak'
WITH FORMAT
NAME= 'Full Backup of AdventureWorksHR'
GO
BACKUR.OG AdventureWorksHR
TODISK = 'I: \ ADVWORK&IventureWorksHRTLOG.Bak'
WITH FORMAT
NAME= 'TLOG Backup of AdventureWorksHR' ;
GO

USE AdventureWorksLegal ;
GO
BACKUPDATABASHEdventureWorksLegal
TODISK = 'I: \ ADVWORK&lventureWorksLegal.Bak'
WITH FORMAT
NAME= 'Full Backup of AdventureWorksLegal' ;
GO
BACKUR.OG AdventureWorksLegal
TO DISK = 'I: \ ADVWOR¥KA&lventureWorksLegalTLOG.Bak'
WITH FORMAT
NAME= 'TLOG Backup of AdventureWorksLegal' ;
GO

Now a snapshot can be taken of the CYCEEPIBAK volume.italso possible to setup this volume as part
of the local snapshot schedule using the Protection Efurel2 shows the newly created snapshot.
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Import - Module PureStoragePowerShell
$PSToken = Get- PfaApiToken - FlashArray MSFTF PUREL - Username pureuser - Password pureuser

$PSSession = Connect - PfaController - FlashArray =~ MSFF PUREL1L - API_Token $PSToken. api_token
New PfaSnapshot - FlashArray MSFF PURE1L - Volumes CYCLOPSSQLBAK - Suffix =~ REFARCH- Session
$PSSession
) Hal _Lﬂﬂ_l:m
o PURESTORAGE e o= '
_ STORAGE Search Hosts and Volumes [+1
Provisioned Total Reduction Data Redudion
- Hosts 4~ & CYCLOPS-SQLBAK ,mm’ " Loy 35101 Q-

F §8 MSFT-ESX-HG

» Usad
+ B WSFT-WSFC-HO | L 111 me

= CYCLOFS B volumas SnamEnnts
. 1161 MB 0GR
o HARMA
= Volumes |+ I Connacied Hests and Host Groups (1 Snapahots (1] | Detaile =

@ CYCLOPS-ADWVWORKS-AD = PGROUP SRAP SHOT SHAFSHOTS CREATED
& CYCLOPS-S0LRAK
§ CYCLOPS-SOLSYS
§ CYCLOPS-SOLTEMP

¥ CYCLOFS-SQLUSER =

0GB 2015-02-16 11.26:36

B CYCLOPS-SOLBAK REFARCH

Figurel2. New snapshot of the CYCLEFH BAK volume.

Before preparing your secondary databases, we strongly recommend that you suspend scheduled
backups on the databases in the availability group until the initialization of secondary replicas has
completed

Now that we have the fulind transaction lodpackups completed anasnapshot taken we can create new
volumes from the snapshot (CYCLEGEE BAK.REFARCH) to the other secondary replicas. This involves
connecting to both physical hosts (KARMA) and virtual hostsREBLICA3 and SREPLICA4Ve knowthat
there are three secondary replicas so we can quickly create three new volumes based on the €EYCLOPS
SQLBAK.REFARCH snapshot with the following Poweh®hdtition to creating the three volumes for the
backup restoreswe also need to create threeew volumes for the individual databes oncerestored on the
secondary replicag-igurel3shows all the new volumes.

Import - Module PureStoragePowerShell
$PSToken = Get- PfaApiToken - FlashArray = MSFF PUREL - Username pureuser - Password pureuser
$PSSession = Connect - PfaController - FlashArray MSFF PUREL - API_Token $PSToken. api_token

ForEach ($i in 1. 3)

New PfaVolume - FlashArray = MSFTF PUREL - Name AG SQLBAK RESTOREi
- Source CYCLOPSSQLBAK.REFARCH- Session $PSSession
New PfaVolume - FlashArray =~ MSFTF PUREL - Name AG ADVWORKS - Size 1T -Session $PSSession
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Figurel3. Newly created volumes from the snapshot.

Next connect the volumes to the hosts and online the volumes for Windows Server to tile&ast cmdlet
executedregister - PfaHostVolumes makes the volume available on the host, KARMA.

Import - Module PureStoragePowerShell
$PSToken = Get- PfaApiToken - FlashArray MSFF PUREL - Username pureuser - Password pureuser
$PSSession = Connect - PfaController - FlashArray =~ MSFF PUREL - API_Token $PSToken. api_token

Connect - PfaVolume - FlashArray =~ MSFTF PUREL - Name KARMA- Volume AG SQLBAK RESTORE1L"
- Session  $PSSession

Connect - PfaVolume - FlashArray =~ MSFTF PUREL - Name KARMA- Volume AG ADVWORKS1
- Session  $PSSession

Register - PfaHostVolumes - Computername KARMA

Focusing on the host KARIBRown inFigurel4, we can see that there are two new volumes connected,
SQLBAK (K:and 1TB volume that has not been initialized. This uninitialized volume is one of the new
volumes created from the above Pevihell. This volume needs to be initialized and formatted per the SQL
Server 2012 Reference Architecture best practices. Once we have completed that operation we can proceed
with restoring the database and transaction log backups.

File Action View Help

&= = HE
Copisk7 |

Basic SQLBAK (K3
102_3-33 GB 1023.87 GB NTFS
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Figurel4. New volumes attached to host KARMA.
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