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12/12/2016 9:45:09 PM – Instance6068.1 has 0.5 for I/O Log Writes Average Latency.
12/12/2016 9:45:09 PM – Instance6068.1 has 0.5 for I/O Log Reads Average Latency.
12/12/2016 9:45:09 PM –  Instance6068.2 has 0.8 for I/O Database Reads  

Average Latency.
12/12/2016 9:45:09 PM – Instance6068.2 has 0.5 for I/O Log Writes Average Latency.
12/12/2016 9:45:09 PM – Instance6068.2 has 0.5 for I/O Log Reads Average Latency.
12/12/2016 9:45:09 PM – Test has 0 Maximum Database Page Fault Stalls/sec.
12/12/2016 9:45:09 PM –  The test has 0 Database Page Fault Stalls/sec samples  

higher than 0.
12/12/2016 9:45:09 PM –  C:\Program Files\Exchange Jetstress\

Performance_2016_12_12_20_25_36.xml has 316  
samples queried.

Table 3. Microsoft Exchange Jetstress performance results

ALL WORKLOADS COMBINED
All of the workloads mentioned at the beginning of this section were run to show their 
performance individually. This final test is to run all of the workloads concurrently to 
illustrate combined performance. As Figure 42 illustrates, all of the workloads are  
running with sub-millisecond latency, ~30,000 IOPS and a burst of ~2 G/s with an  
average Bandwidth running in the ~500 M/s range. The FlashArray//M10 still has  
room for additional server workloads or virtual machines.

Figure 42. All SQL Server, Exchange Server, SharePoint workloads running and VM boot storm
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DATA REDUCTION
One of the key differentiators for Pure Storage is that the FlashArray is really a data 
reduction array, with industry-leading data reduction capabilities. The FlashArray//M10 
used in this solution was populated with two 5TB Data Packs for a total of 10TB RAW. 
In Figure 43, all of the individual volumes can be viewed with each of the details for 
Provisioned space, Volume space, Snapshots and Data Reduction. 

The overall data reduction of the FlashArray//M10 shows 22.7:1.

To create a master boot volume with Microsoft Windows Server 2012 R2, first Sysprep 
the instance and then scale out the deployment using our FlashRecover Snapshots to the 
UCS Mini. The data reduction benefits can be seen from the Windows Server Boot LUNs 
(avg. 15.6:1). Taking this approach provides both data reduction benefits as well as the 
ability to scale-out the environment quickly.

One of the premier workloads to which Pure Storage brings the gratest data reduction 
benefits is virtual desktops. This solution is built using Hyper-V and the reduction can be 
seen with the Clustered Shared Volume (CSV) volumes (avg. 15.4:1) which contain three-
hundred Microsoft Windows 10 desktop virtual machines.

Figure 43. Web management view of volumes and data reduction
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CONCLUSION
Agility, reliability, performance, and management are just some of the core bulletpoints 
that IT managers and administrators require in the data center. Using FlashStack for 
Converged Infrastructure with Cisco UCS Mini™ and Pure Storage FlashArray//M provides 
a compute, networking, and storage platform that provides all of the core bulletpoints 
mentioned along with the ability to scale and grow as business demands require.

Excellent performance, with sub-millisecond latency, overall data reduction for all 
combined workloads, and core infrastructure showcases the versatility of this FlashStack 
CI solution. Factors like service profiles, rapid deployment, ease of storage management, 
lower storage cost, lower power, rack space savings, and lower cooling requirements 
make the TCO for large scale deployments even more attractive.
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APPENDIX 1: PURE STORAGE 
COMPONENTS IN FLASHSTACK
This section provides a detailed description for each infrastructure component of 
FlashStack Mini.

FLASHARRAY//M 
FlashStack Mini uses FlashArray//M as the storage platform. FlashArray//M10, the smallest 
model of FlashArray//M, is a solid state disk storage system that contains multiple flash 
memory drives instead of spinning hard disk drives. FlashArray//M can transfer data to 
and from solid state drives (SSDs) much faster than electromechanical disk drives. 

FlashArray//M is powered by software that is purpose built for flash – delivering 
industry-leading 5:1 average data reduction, proven 99.9999% delivered availability, 
full performance through maintenance, upgrades, and failures, and disaster recovery & 
protection built-in. With the Evergreen™ Storage ownership model, storage grows and 
evolves according to business need, providing value for a decade or more. The capacity, 
performance, and features of //M can be upgraded non-disruptively without having to 
migrate anything. 

With FlashArray//M, there is no need for any training or tuning – the installation and use 
of FlashArray//M is almost immediate. Additionally, the devices can be managed from any 
iOS or Android device. 

 

Figure 44. FlashArray//M10
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The following table lists FlashArray//M10 specifications:

Feature Specifications

Capacity • Up to 25TBs effective capacity

• 5-10 TBs raw capacity

Performance • Up to 100,000 32K IOPS

• <1ms average latency

• Up to 3 Gb/s bandwidth

Connectivity • 16 Gb/s Fibre Channel

• 10 Gb/s Ethernet iSCSI

• 1 Gb/s Management and Replication

Physical • 3U

• 610 Watts (nominal draw)

• 105 lbs. (47.6 kg) 

• 5.12” x 18.94” x 29.72” chassis

Table 4. FlashArray//M10 specifications

Check out the complete FlashArray//M10 specifications: 
https://www.purestorage.com/products/flash-array-m/hardware-tech-spec-flash-array.html

PURITY OPERATING ENVIRONMENT 
Purity implements advanced data reduction, storage management, and flash 
management features. All Purity features are included in the base cost of FlashArray//M.

• Storage Software Built for Flash – FlashCare technology virtualizes the entire pool 
of flash within the FlashArray and allows Purity to both extend the life and ensure the 
maximum performance of consumer-grade MLC flash.

• Granular and Adaptive – Purity Core is based on a 512-byte variable block size 
metadata layer. This fine-grain metadata enables all of Purity’s data and flash 
management services to operate at the highest efficiency.

• Best Data Reduction Available – FlashReduce implements five forms of inline 
and post-process data reduction to offer the most complete data reduction in the 
industry. Data reduction operates at a 512-byte aligned variable block size to enable 
effective reduction across a wide range of mixed workloads without tuning.

• Highly Available and Resilient – FlashProtect implements high availability, dual-
parity RAID-3D, non-disruptive upgrades, and encryption, all of which are designed 
to deliver full performance to the FlashArray during any failure or maintenance event.
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• Backup and Disaster Recovery Built In – FlashRecover combines space-saving 
snapshots, replication, and protection policies into an end-to-end data protection  
and recovery solution that protects data against loss locally and globally.  
All FlashProtect services are fully-integrated in the FlashArray and leverage  
native data reduction capabilities.

PURE1® – COMPONENT FEATURES
• Pure1 Manage – Combining local web-based management with cloud-based 

monitoring, Pure1 Manage allows you to manage your FlashArray wherever you are – 
with just a web browser or a smartphone mobile app.

• Pure1 Connect – A rich set of APIs, plugin-is, application connectors, and automation 
toolkits enable you to connect FlashArray//M to all your data center and cloud 
monitoring, management, and orchestration tools.

• Pure1 Support – FlashArray//M is constantly cloud-connected, enabling Pure Storage 
to deliver the most proactive support experience possible. Highly trained staff 
combined with big data analytics help resolve problems before they occur.

• Pure1 Collaborate – Extend your development and support experience online, 
leveraging the Pure1 Collaborate community to get peer-based support and to share 
tips, tricks, and scripts.

APPENDIX 2: CISCO COMPONENTS 
IN FLASHSTACK MINI
The Cisco Unified Computing System™ Mini (Cisco UCS Mini) is a next-generation 
computing solution for small- to medium-sized businesses that unites compute, network, 
storage access, and virtualization into an organized structure aiming to reduce total cost 
of ownership and introduce vastly improved infrastructure deployment mechanisms at 
scale. UCS incorporates a unified network fabric with scalable, modular, and powerful 
x86-architecture servers. With an innovative and proven design, Cisco UCS delivers an 
architecture that increases cost efficiency, agility, and flexibility beyond what traditional 
blade and rack-mount servers provide. Cisco makes organizations more effective by 
addressing the real problems that IT managers and executives face and solving them  
on a systemic level.
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Figure 45. Cisco Unified Computing System

GREATER TIME-ON-TASK EFFICIENCY 

Automated configuration can change an IT organization’s approach from reactive to 
proactive. The result is more time for innovation, less time spent on maintenance, and 
faster response times. These efficiencies allow IT staff more time to address strategic 
business initiatives. They also enable better quality of life for IT staff, which means higher 
morale and better staff retention – both critical elements for long-term efficiency. 

Cisco UCS Manager is an embedded, model-based management system that allows 
IT administrators to set a vast range of server configuration policies, from firmware and 
BIOS settings to network and storage connectivity. Individual servers can be deployed 
in less time and with fewer steps than in traditional environments. Automation frees staff 
from tedious, repetitive, time-consuming chores that are often the source of errors that 
cause downtime, making the entire data center more cost effective. 

EASIER SCALING 

Automation means rapid deployment, reduced opportunity cost, and better capital 
resource utilization. With Cisco UCS, rack-mount and blade servers can move from the 
loading dock and into production in a “plug-and-play” operation. Automatically configure 
blade servers using predefined policies simply by inserting the devices into an open 
blade chassis slot. Integrate rack-mount servers by connecting them to top-of-rack Cisco 
Nexus® fabric extenders. Since policies make configuration automated and repeatable, 
configuring 100 new servers is as straightforward as configuring one server, delivering 
agile, cost-effective scaling. 

VIRTUAL BLADE CHASSIS 

With a separate network and separate management for each chassis, traditional 
blade systems are functionally an accidental architecture based on an approach that 
compresses all the components of a rack into each and every chassis. Such traditional 
blade systems are managed with multiple management tools that are combined to give 
the illusion of convergence for what is ultimately a more labor-intensive, error-prone, 
and costly delivery methodology. Rack-mount servers are not integrated and must be 
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managed separately or through additional tool sets, adding complexity, overhead, and 
the burden of more time. 

CISCO UCS 5108 CHASSIS
The Cisco UCS Mini chassis is a 6RU chassis that can accommodate up to 8 half-width 
blades. The chassis is a Cisco UCS 5108 Blade Server chassis that allows the two I/O 
bays at the rear of the chassis to accommodate Fabric Extenders such as the UCS 
2208XP or the UCS 6324 Fabric Interconnect modules. Cisco UCS Mini works on the  
Intel Xeon processor E5-2600, with up to 36 CPU processors of 1.5 TB memory. 

Having a unified fabric reduces the number of network interface cards (NICs), hosted bus 
adapters (HBAs), switches, and cables needed. Cisco UCS 5108 also offers support for 
one or two Cisco UCS 2100 Series or Cisco UCS 2200 I/O modules, which helps lower 
the number of switches in the chassis and allows for a less complex configuration.

Figure 46. Cisco UCS 5108 Chassis

CISCO UCS 6324 FABRIC INTERCONNECT
Cisoc UCS 6324 Fabric Interconnect extends the Cisco UCS architecture for 
organisations with smaller domains by embedding its connectivity within the Cisco UCS 
5108 Blade Server Chassis.

From a networking point of view, the Cisco UCS 6324 Fabric Interconnect uses 
a cut-through architecture, low-latency, line-rate 10 Gigabit Ethernet on all ports, 
switching capacity of up to 500 Gbps, and 80-Gbps uplink bandwidth for each chassis, 
independent of packet size and enabled services. Sixteen 10-Gbps links connect to  
the servers, providing a 20-Gbps link from each Cisco UCS 6324 Fabric Interconnect  
to each server.

Figure 47. Cisco UCS 6324 Fabric Interconnect
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CISCO UCS B200-M4 SERVERS
Cisco UCS B200 M4 server is a half-width blade server. Up to eight can reside in the 
6-rack-unit (6RU) Cisco UCS 5108 Blade Server Chassis, offering one of the highest 
densities of servers per rack unit of blade chassis in the industry.

Cisco UCS B200 M4 is a density-optimized, half-width blade server that supports two 
CPU sockets for Intel E5-2600 v3 series CPUs and up to 24 DDR4 DIMMs. It supports 
one modular LOM (dedicated slot for Cisco's Virtual Interface Card) and one mezzanine 
adapter. 

Figure 48: Cisco UCS B200 M4 Blade Server

In addition, Cisco UCS has the architectural advantage of not having to power and cool 
excess switches, NICs, and HBAs in each blade server chassis. Having a larger power 
budget per blade server provides uncompromised expandability and capabilities, as in 
the new Cisco UCS B200 M4 server with its leading memory-slot and drive capacity.
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